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Abstract

These proceedings are the outcome of the 64th ESReDA seminar and Doctoral 
Workshop “Digital Maintenance in the Digital Twin Era” that took place at the University 
of Deusto in Bilbao, on 29-31 May in 2024. The 64th ESReDA Seminar covered a 
wide array of topics centered around the integration of Digital Twin technologies in 
maintenance and asset management across multiple sectors, including civil engineering, 
aerospace, railway, oil & gas, and smart buildings. Key topics included applications of 
digital twins in lifecycle management, the use of artificial intelligence and predictive 
maintenance strategies —such as machine learning, edge-based AI, and data-driven 
analytics— human factors and human-machine interfaces in safety-critical systems, 
and addressing skill gaps for the digital era. The seminar also addressed cybersecurity 
challenges in remote maintenance infrastructures, digital skills development and 
training using AR/VR, sustainable maintenance practices and environmental impact, 
resilience planning and performance management for critical infrastructures, as well as 
industrial servitization and business transformation through digitalization. The seminar 
plus doctoral workshop attracted a good mix of academic and industrial participants 
from many European and overseas countries, and provided a platform for stimulating 
discussion and debate on resilience techniques and their applications in practice.

The Coordinators: EidEr MuniatEgi azkona & Lina kLEMkaitE
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Foreword

European Safety, Reliability & Data Association 
(ESReDA)

European Safety, Reliability & Data Association (ESReDA) is a European 
Association established in 1992 to promote research, application and training in 
Reliability, Availability, Maintainability and Safety (RAMS). The Association provides 
a forum for the exchange of information, data and current research in Safety and 
Reliability.

The contents of ESReDA seminar proceedings do not necessarily reflect the 
position of ESReDA. They are the sole responsibility of the authors concerned. ESReDA 
seminar’s proceedings are designed for free public distribution. Reproduction is 
authorized provided the source is acknowledged.

ESReDA membership is open to organisations, privates or governmental institutes, 
industry researchers and consultants, who are active in the field of Safety and Reliability.

For more information and available ESReDA proceedings please consult:  
http://www.esreda.org/
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Introduction

Focus, Locus, Scope and Structure of the Book

We would like to extend our heartfelt thanks to all participants of the 64th ESReDA 
Seminar, “Digital Maintenance in the Digital Twin Era”, held at the University of 
Deusto in Bilbao, Spain, on 30-31 May 2024. We hope the seminar served as a fruitful 
platform for insightful dialogue, knowledge exchange, and new collaborations among 
professionals working at the intersection of digitalization, engineering, and maintenance.

The seminar proceedings feature a rich collection of contributions from both 
academic and industrial participants, addressing a wide spectrum of themes. Among 
the key topics explored were cybersecurity issues in remote maintenance environments, 
the evolution of industrial servitization and digital business models, and sustainable 
maintenance practices with a focus on environmental impact. Other areas of interest 
included human factors and human-machine interaction in safety-critical settings, digital 
skills development through tools like AR/VR, and the identification of skill requirements 
for the digital age. Additionally, several presentations examined the role of artificial 
intelligence —including machine learning, edge computing, and data-driven methods 
—in predictive maintenance, as well as the practical implementation of digital twins 
for lifecycle and asset management. Critical infrastructure resilience and performance 
optimization were also prominent areas of discussion throughout the seminar.

Participants represented a diverse community from numerous European and 
international institutions. Contributions came from universities and organizations 
across Europe and beyond, highlighting the global interest and collaborative efforts in 
advancing digital maintenance practices. Industrial stakeholders included representatives 
from various research and innovation-driven entities, further emphasizing the practical 
applications and industry relevance of the discussed topics.

We would like to thank the Technical Programme Committee for their dedicated 
work in reviewing and curating the contributions, as well as all authors for their valuable 
presentations and commitment throughout the preparation and publication process. We 
look forward to seeing this momentum continue and to welcoming you to future ESReDA 
events.

Aitor Goti, Antonio Guillén, Juan ChiaChío, Manuel ChiaChío
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Abstract

This paper analyses the interest of residual energy for use in measurement systems 
located in remote locations where the power supply is not easily accessible. It can also be very 
interesting for maintenance 4.0 in installations or machines that present the same problem 
of powering measurement systems and monitoring of certain variables. Different ways of 
capturing residual energy from the environment are analysed, as well as their use to power 
ultra-low consumption electronic systems. A possible application oriented to maintenance 4.0 
is analysed.

1. Introduction

The development of “Energy Harvesting” techniques makes it possible to create an 
autonomous system independent of the electrical grid and disposable batteries (Meng-Lin 
Ku, W. et al.), by obtaining energy from environmental sources such as solar, thermal, 
electromagnetic, and mechanical. Energies that are available practically anywhere, can 
be natural or artificial and can be considered unlimited (Ming-Yan Fan, P. et al.). Table I 
shows the types of energy discussed, with the range of power that can be captured with 
each of them.

Table 1
Power of environmental energy sources

Energy Source Power

Light 10.0 µW/cm2 ~ 100 mW/cm2

Thermal 10.0 µW/cm2 ~ 1 mW/cm2

RF  0.2 nW/cm2 ~ 5 µW/cm2

Mechanical  0.4 µW ~ 100 mW

© University of Deusto - ISBN 978-84-1325-228-5
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One of the main applications of this type of systems is the power supply of wireless 
sensors (Meng-Lin Ku, W. et al.), which are of great interest, among other applications, 
for the measurement of environmental variables, both in applications in remote locations 
(land, sea, etc.), as well as in industrial environments, due to lack of accessibility or high 
hazard index. It may also be of interest in other applications for the measurement of 
different physical variables can provide machine information that through a self-powered 
system to facilitate diagnosis and prognosis tasks for maintenance 4.0. Figure 1 shows 
the block diagram of such a system, self-powered by residual energy, which can measure 
variables and send the information.

Figure 1
General block diagram of a self-powered measuring system

An autonomous system of this type has a system for capturing, conditioning, and 
storing the energy captured from the environment and the electronic system itself, which 
measures certain variables, processes this information, and transmits it through the 
corresponding electronic system (Ahmed Khan, M. et al.). The first part is responsible 
for transforming the energy captured from the environment into electrical energy. It 
consists of a conditioning circuit that is responsible for adapting the energy to the voltage 
and current required to make it useful, and an intermediate storage system (Viehweger, 
C. et al.). Li-ion batteries and supercapacitors have been tested as storage systems 
(Quintáns, C. et al.). In both cases they are charged for a long period of time with a very 
weak current and they provide enough instantaneous power for the system to perform its 
function for a short period of time.

2. Autonomous Power Systems

This section describes three power supply systems based on residual energy capture, 
which have been used in our laboratories.

© University of Deusto - ISBN 978-84-1325-228-5
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2.1. Mechanical energy

Mechanical energy can be converted into electrical energy by taking advantage of 
the mechanical vibrations of the environment or the deformations that can be captured 
with piezoelectric devices (Soo Kim, H. et al.). There are a multitude of devices of this 
type on the market that work at different oscillation frequencies, depending on their 
elasticity constant and the maximum allowable deformation. In this work, the PPA-1011 
device has been selected, which allows a maximum deformation of 21 mm and has an 
elastic constant of 267.45 N/m, figure 2.

Figure 2
Complete mechanical generation system

2.2. Electromagnetic energy

This system captures radio frequency energy via an antenna and transforms 
it into electrical energy that is stored for later use. Space is largely permeated by 
electromagnetic radiation due to telecommunication signals, although this type of residual 
energy generates very little electrical power.

© University of Deusto - ISBN 978-84-1325-228-5
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2.3. Thermal energy

This option is based on the daily variation that occurs in the ambient temperature 
anywhere on earth. This is the basis for this type of electricity generation from thermal 
variation. The system consists of a small thermally insulated water tank (figure 3). 
The tank has a small window in which Peltier cells are located and through them heat 
passes from the environment to the water when the ambient temperature is above the 
temperature of the water in the tank and vice versa when the water temperature is above 
the ambient temperature. This causes heat flow through the Peltier cells, which gives rise 
to the generation of electrical power proportional to the heat flow through the cells. The 
complete system is described in (Quintáns, C. et al.).

Figure 3
Sketch section of the proposed thermoelectric generator [7]

3. Data selection and submission process

The process of sending/receiving sensing data using wireless media is one of the 
most energy-consuming processes in the systems. The most serious studies that compile 
the consumption of this type of transmission estimate transmission energy costs in the 
order of 10 mW/bit in WiFi technologies (Gomez, K. et al.), to less than 2 uW/bit in 
LoRa technologies (Bouguera, T. et al.). LoRA (Long Range) technology (Wixted, 
A.J. et al.) is specifically designed for wireless data transmission over medium to 
long distances (between 2 and 40 km) in battery-operated devices. This involves two 
fundamental transmission characteristics:

— Very low power consumption in the data transmission/reception process of the 
order of 2 uW/bit.

© University of Deusto - ISBN 978-84-1325-228-5
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— A low transmission rate, between 0.3 kbits/sec and 50 kbits/sec. At the 
architecture level, LoRa has two fundamental components:

• LoRa devices of the sensor and/or actuator type (LoRa-Dev).
• The LoRa gateway (LoRa-GW). The LoRa devices send data packaged in 

messages to the LoRa-GW, which receives them and redirects them to other 
networks.

The LoRa-GW also serves as a sender of data to the devices from any other device. 
The topology of the LoRa architecture is therefore a star topology, with the LoRa-GW as 
the central element. In (Bouguera, T. et al.) the power consumption of LoRA technology 
was studied depending on various factors, reaching results in some cases around 2 uJ/bit. 
A comparison of both technologies in the energy aspect is presented in (Klimiashvili, G. 
et al.). One of the most interesting solutions for sending data using autonomous energy 
sources is the Send-on-Delta (SoD) techniques, which basically sends a data when the 
difference between that data and the last data sent is greater than a value called delta. 
The combination of the use of autonomous power sources, SoD-type data selection 
techniques and low-power, low-flow wireless transmission systems such as LoRA can 
be leveraged for the implementation of complete sensing and data transmission solutions 
for Industry 4.0 paradigms or directly on the Maintenance 4.0 paradigm, in environments 
where conventional and stable power sources would not be available.

4. Application case: Maintenance 4.0

Data sensing with low energy consumption is particularly interesting for the 
Maintenance 4.0 paradigm, especially when the system to be maintained is a biological 
or environmental system or is in environments where conventional power supplies are 
not available. The term Maintenance 4.0 uses the tools and resources of Industry 4.0 
to improve the industrial maintenance process. On the one hand it uses current data 
networking capabilities embedded in sensor devices, actuators, or controllers, and on the 
other hand it leverages the high processing and decision-making capabilities of central 
systems for trend identification and predictive maintenance support. Maintenance 4.0 has 
four fundamental parts:

— Identification of the architecture of the system to be maintained.
— Identification of the type of maintenance (corrective, preventive and predictive) 

in the plant, with the aim of selecting the type of decision algorithms and data 
acquisition:

• Data acquisition process (sensorization), selection of the necessary energy source 
(power supplies), data selection and data transmission, identification of hot and 
cold data streams, monitoring, and processing tools in the control system.

— Decision-making action system based on the results of remote analysis processes 
(BigData, Artificial Intelligence, etc.).

© University of Deusto - ISBN 978-84-1325-228-5
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In parallel, six functional blocks are considered in the OSA-CBM (Open System 
Architecture for Condition-Based Maintenance):

— Data acquisition.
— Data manipulation.
— State detection.
— State assessment.
— Prognosis.
— Recommendation generation.

The first two blocks can be implemented both in the self-powered smart sensor 
and in the intermediate gateway installed in the edge server, as it is basically a reactive 
control system that would generate alarms or emergency stops based on conditional 
monitoring by comparing data with expected results already defined. The LoRa-GW 
would also be located on the edge servers in case the transmission technology is LoRa 
technology. The state detection and estimation as well as the prognosis project the future 
situation of the plant based on the estimation of trends and previous experiences, so 
that they can be implemented in the Edge-Servers or in the Cloud-Servers. Finally, the 
creation of recommendations is a high-level action, which creates recommendations 
based on trends, history, and experiences with similar environments and past and studied 
situations, so it is an action developed exclusively in the Cloud-Servers.

Data sensing with low energy consumption is particularly interesting for the 
Maintenance 4.0 paradigm, especially when the system to be maintained is a biological 
or environmental system or is in environments where conventional power supplies are 
not available. The term Maintenance 4.0 uses the tools and resources of Industry 4.0 
to improve the industrial maintenance process. On the one hand it uses current data 
networking capabilities embedded in sensor devices, actuators, or controllers, and on the 
other hand it leverages the high processing and decision-making capabilities of central 
systems for trend identification and predictive maintenance support. Maintenance 4.0 has 
four fundamental parts:

— Identification of the architecture of the system to be maintained.
— Identification of the type of maintenance (corrective, preventive and predictive) in the 

plant, with the aim of selecting the type of decision algorithms and data acquisition.
— Data acquisition process (sensorisation), selection of the necessary energy source 

(power supplies), data selection and data transmission, identification of hot and 
cold data streams, monitoring, and processing tools in the control system.

— Decision-making action system based on the results of remote analysis processes 
(BigData, Artificial Intelligence, etc.).

In parallel, six functional blocks are considered in the OSA-CBM (Open System 
Architecture for Condition-Based Maintenance):

— Data acquisition.
— Data manipulation.

© University of Deusto - ISBN 978-84-1325-228-5
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— State detection.
— State assessment.
— Prognosis.
— Recommendation generation.

The first two blocks can be implemented both in the self-powered smart sensor 
and in the intermediate gateway installed in the edge server, as it is basically a reactive 
control system that would generate alarms or emergency stops based on conditional 
monitoring by comparing data with expected results already defined. The LoRa-GW 
would also be located on the edge servers in case the transmission technology is LoRa 
technology. The state detection and estimation as well as the prognosis project the future 
situation of the plant based on the estimation of trends and previous experiences, so 
that they can be implemented in the Edge-Servers or in the Cloud-Servers. Finally, the 
creation of recommendations is a high-level action, which creates recommendations 
based on trends, history, and experiences with similar environments and past and studied 
situations, so it is an action developed exclusively in the Cloud-Servers.

5. Conclusions

A study has been presented which shows the feasibility of creating a system for 
measuring various variables that is self-powered by ambient energy and, therefore, 
suitable for measuring remote variables and variables in machines. This requires the use 
of elements with very low power consumption and their appropriate management, so that 
energy efficiency makes it possible. Piezoelectric transducers generate an alternating 
signal with an amplitude in the order of volts and a current of a few µA, and therefore 
require a step-down converter. In contrast, the radio frequency energy generated requires 
a boost converter. From the tests carried out, it can be deduced that the prototype needs 
2.3 mJ to perform the power supply and sensor measurements, which translates into a 
consumption of 38 µW for a sampling period of one minute.
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Abstract

This paper presents the findings of an investigation that was carried out following an inci-
dent of a train overtaking a red-light signal. In addition to identifying the issues that led to the 
incident, the investigation commission found that the staff on duty (signalman) at the railway 
station did not report the incident, even though the station was equipped with an electronic 
traffic control system, with the automatic recording of all activities carried out in the station, 
both by the signalman and by the trains running. The investigation commission concluded 
that the main cause of the incident, which has not been reported, was the lack of effective 
monitoring of the movement clerk’s activity over time, by not using/checking the records 
provided by the digital device at each departure of the movement clerk. Thus, it can be said 
that the benefits of digital devices were only half used, ignoring from a certain point of view 
the existent safety component.

1. Introduction

On 08.06.2023, at around 04:30 a.m., while freight train no.66691-007 (hereinafter 
referred to as train A) was running through CFR Sighisoara station —figure 1— which 
had made a stop on line no. 5 - the towing locomotive and a number of 6 wagons 
overtook the exit signal X5 which displayed a red-light unit towards the train with the 
indication “STOP without overtaking the signal!”. After passing the signal, the train 
entered the entry path of another freight train, no. 57700-005 (hereafter referred to as 
B train), running from the opposite direction.
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Figure 1

After overtaking the signal and stopping the two trains at a distance of about 
30÷40 m between the towing locomotives, without notifying the incident and without 
ordering the necessary checks to be carried out, the signalman ordered train A to reverse 
until the locomotive reached signal X5. After this action, he proceeded to secure train 
B through the station and then dispatched train A. With these actions, the incident 
conditions were reversed.

The time elapsed from the time the train passed the X5 “on stop” signal to the 
time the two trains left CFR Sighisoara station was 12 minutes.

There was no damage to the railway infrastructure or to the two trains and no delays 
to passenger trains. The incident was not reported until 4:30 p.m. (12 hours later).

2. What/how did it happen?

Train A was supposed to stop at CFR Sighisoara station on line 5 (red in figure 2). 
In order to achieve this, the signalman gave the necessary command for the line exit 
signal (X 5) to have a red light, which forced the driver to stop the train before it.
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Figure 2
Sighisoara railway station

Train B had to stop at the station on track No. 4 on the route shown in green in 
figure 2. To do this, the switch no. 26 was manipulated to allow train B to run on its track. 
It could not allow train A to run or train B to enter over train A.

After entering the station (yellow light signal in figure 3), the driver of train A had 
to run at a maximum speed of 20 km/h until entering line 5, from where he had to run at a 
maximum speed of 10 km/h. The driver did not respect this speed, so that after reaching a 
speed of 2 km/h (almost stopping), instead of continuing at the same speed and stopping, 
he increased his speed above the required 10 km/h. During the investigation, it was found 
that by the time the locomotive reached the exit signal, the train speed was 16 km/h and 
the driver took the measure to bring the train to an emergency stop - figure 3.

The investigation revealed that the way the driver acted was due to a state of fatigue 
caused by the fact that he was on duty for longer than the maximum time allowed by the 
legislation in force, i.e. from 07.06.2023 at 5.00 p.m.

After the trains had stopped, without notifying the incident and without checking the 
cause of the overrun of signal X5, the signalman asked the driver of train A to turn the 
train back and then retraced the route for train B to enter the station.

© University of Deusto - ISBN 978-84-1325-228-5



26 Sever Paul 

Figure 3

3. Technical equipment in the station

In the Sighisoara railway station, an electronic centralization system based on 
SIMIS W type computer technology has been in operation since 2008.

In the signalman’s office there is - among other things related to the case under 
investigation —a command post and a disturbance printer— photo 1.

Photo 1
Command (control) post
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The control post - photo 1, is used to carry out the movement and shunting runs by 
the movement employee, to check how the runs are carried out, to follow the movement 
of the trains, as well as for optical and acoustic signalling of any faults/alarms in the 
installation.

All faults, malfunctions and alarms are displayed in the ”fault list”. If at least one 
fault message appears, the “alarms” button in the basic log window is shown in red and 
will be accompanied by a beep - photo 2.

Photo 2
Screenshot of the reported defect

The alarm contains the following information: type of alarm, time of the alarm, 
name of the operator who acknowledged the alarm, name of the central unit, item that 
triggered the alarm, cause of the alarm.

An alert remains on the list until it has been confirmed and its cause has been 
removed. Once the cause has been removed, alarms are found in the ”log” window. 
Events recorded in the ”log” book are: faults recorded by the electronic control centre, 
faults recorded by the control centre, operator actions, movements of isolated trains or 
rail vehicles, login and logout operations. The query of the “log” window can be done by: 
alarm type, date/time, item, event.

Alarm/defect indications can be printed on demand, they are not automatically 
printed when they occur, nor they are distinctly highlighted (different colour from black 
or a special column), in order to be quickly identified by the human factor that should 
check them.

There is no such printer in the office of the movement clerk at CFR Sighisoara 
station and therefore the alarm indications could not be printed even if a person had been 
established to do so.

According to the documents provided by the infrastructure manager, there was such 
a printer when the facility was commissioned in 2008. It was subsequently taken out of 
service due to failure. Since alarms/defects are signalled optically and acoustically when 
they occur and the movement clerk is obliged to record them in the special register, it was 
considered that the installation of the printer was no longer necessary.
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4. Conclusions

In its analysis of how the signalman acted, the investigating commission also 
identified that there was no monitoring of the signalman’s activity when leaving work by 
the station management or by the safety monitoring staff of the Brasov Branch.

Thus, no facility log information was ever checked to identify a situation similar —and 
unadvised— to that identified in the incident under investigation.

In other words, although the station had an electronic centralisation system designed 
to facilitate the work of staff and prevent accidents/incidents, that was designed as a 
technical barrier to prevent human error, its benefits were not used. The facility was 
incomplete in that there was no printer for printing faults and there was no effective 
monitoring by checking the information provided by the facility computer.
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Abstract

Digital twins are based on the combination of virtual models and real sensor data. Ap-
plied to cities, digital twins can be used for situational representation of crises and hence can 
provide decision makers with holistic pictures of large-scale emergencies. Digital twins can 
be linked to coupled simulations for critical infrastructures to determine high risk areas for 
infrastructure failures and to efficiently direct emergency responses to minimize damages and 
to quickly restore infrastructures.  
  However, simulations will naturally become less precise as simulation time progresses and 
require real world data to realign the digital twin with its real-world equivalent. This data can 
be recorded by sensors, which for instance measure voltage or pressure at certain key points, 
or by mobile agents. Mobile agents are, in the context of this paper, drones and spontaneous 
volunteers that collect live input data. They can contribute information in large emergency situ-
ations when infrastructures operate outside their typical parameters or when other channels, 
such as sensors, fail due to their dependence on damaged infrastructures.  
  The significance of volunteers, which are not affiliated with aid organizations, has increased 
in the last years due to the internet and social media enabling an easy and quick (self-)organi-
zation. Spontaneous volunteers are typically already on site and can provide a substantial work 
force very quickly. Information that is collected by volunteers performing dedicated information 
collection tasks can be used to obtain a broad overview of publicly available information.  
  Drones are already used by emergency services. They can be dispatched quickly and can 
reach locations that are inaccessible by humans. They are carrier systems for not only optical 
cameras but also other sensors such as thermal and multispectral imaging or lidar scanners. 
Collected data can be processed automatically to detect and georeference objects using AI 
methods. This makes drones a powerful tool for enhancing situational awareness in emergency 
scenarios.  
  We present a concept for the maintenance of a digital twin by updating the simulators 
with real world data. The simulators define the input data they require: the initial conditions, 
constraints, and observable predictions of the simulations. We discuss which input data can 
be extracted from data submitted by the mobile agents studied here and which data must be 
obtained from other sources. We present a concept for updating the coupled infrastructure 
simulators. The corresponding interfaces are designed to be easily extendible to other input 
sources to facilitate a modular and flexible simulator architecture.
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1. Introduction

A digital twin is a virtual model of a real object. The real object is equipped with 
sensors to measure its various states and this data is used to enrich the virtual model [1]. 
This model can be used to optimize processes or identify faults at an early stage. In an urban 
environment, parking space utilization can be monitored [2], or predictive maintenance can 
be carried out on buildings [3]. Furthermore, digital twins of cities can be used for public 
safety. By simulating different damage scenarios and identifying high-risk areas, emergency 
forces can plan efficient responses and the restoration of critical infrastructures. However, 
creating a complete digital twin of a city is challenging due to the complex interconnections 
between infrastructures. Damage to one infrastructure can result in unforeseen failures in 
adjacent ones, leading to unpredictable cascading effects [4]. To address this challenge, a 
co-simulation framework was presented in [5]. This framework combines simulators for 
urban critical infrastructures, such as power grids, natural gas, water, and communication 
networks, built structures, with a simulator for emergency response forces. By simulating 
cascading effects, decision makers can take targeted preventative steps or prepare a 
response efficiently. This information can also be used to build more resilient infrastructure 
systems and train emergency response forces for crisis situations.

However, this co-simulation approach poses a problem: The prediction of the 
simulation will diverge from reality with increasing simulation time and lose its 
predictive power. There are three main reasons for this. Firstly, simulations are only an 
approximation of reality. Secondly, the presented co-simulation incorporates probabilistic 
and non-deterministic components yielding a multitude of possible outcomes in each 
simulation step. The simulation of built structures, for example, only gives probabilities 
for building damages. The corresponding divergence of the simulation results is 
illustrated in the left-hand side of figure 1.

Figure 1
Illustrated divergence of simulation results based on probabilistic and non-deterministic 

simulations (left) and based on uncertain initial conditions (right)

Source: Fraunhofer SIRIOS, 2024.
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Thirdly, not all input information is available and initial conditions as well as 
boundary conditions of the simulations have uncertainties. For example, it might be 
unknown how long an emergency power supply lasts, but it might be possible to give a 
reasonable estimate based on legal regulations and technical limitations, e.g., from 12 h 
to 18 h. The corresponding divergence of the simulation results is illustrated in the right 
subfigure of Figure 1. The initial conditions might also be sampled from a probability 
density.

It is consequently necessary to recalibrate the co-simulation with external data. The 
maintenance of digital twins is often based on sensors and self-reporting of technical 
systems. This input source might not be sufficient in the case of natural disasters resulting 
in cascading infrastructure failures since sensors and technical monitoring systems might 
be damaged themselves or might depend on other damaged infrastructures, such as 
electricity and communication networks. Some infrastructures, such as most buildings 
and road networks, do not have any automatic monitoring systems in place. Additionally, 
monitoring systems might be designed for typical operation conditions but might be 
insufficient when infrastructures operate outside their normal parameters. In such cases, 
mobile agents, such as drones or spontaneous volunteers, can provide additional data.

This paper examines how and which data collected by mobile agents can be 
incorporated into a digital twin to recalibrate the co-simulation of different critical 
infrastructures.

This paper is structured as follows: Chapter 2 introduces the setup of the digital twin 
under consideration. The components of the co-simulation, their required input data and 
results are presented. In addition, the mobile agents considered in this paper, the drones, 
and spontaneous helpers, are introduced. Chapter 3 describes the proposed scheme for 
including mobile agents to recalibrate a co-simulation and illustrates it with an example. 
Finally, chapter 4 discusses and concludes the presented scheme.

2. Digital Twin Setup

2.1. Co-simulation environment

The co-simulation presented in [5] consists of coupled simulations for different 
critical infrastructures. The co-simulation includes simulators for electricity, water, 
natural gas, and communication networks as well as built structures and emergency 
response services. Each simulation requires specific input data. This paper distinguishes 
static and non-static input data. Static data comprises all data that does not change during 
the simulation, as for example, the power line network or pipeline networks. Non-static 
data on the other hand can change. For example, the operational state of an electrical 
transformer can be affected by the structural soundness of the building it is in and the 
water usage depends on outside factors. A visibility and audibility simulation, used to 
simulate the perceptibility of warning messages for the public, is also part of the co-
simulation but does not require any non-static input data. Emergency response forces can 
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also assume the role of mobile agents contributing information, but this possibility is not 
considered in this work.

2.2. Input requirements

Table 1 shows the required input data for the individual simulators of the co-
simulation, their possible sources, as well as the results of the individual simulators 
and options for validating these results. The content of Table 1 was determined by 
interviewing experts for the respective simulators.

For example, the simulators for the utility networks —electricity, natural gas, 
water, and communication— require information about production and demand, the 
network topology, and its changes, as well as element-specific operating parameters. 
The simulators can obtain these values from various sources: Sensors that are connected 
to a central control system can collect information about current operating conditions. 
Customer calls, on the other hand, can be used to find out where there are changes in 
the topology, e.g., in the form of damaged power lines. The results of the individual 
simulators describe the supply of the population with the respective medium. In the case 
of electricity, this can be through spontaneous volunteers, drones, but also customer calls 
in the event of a power outage. The input variables and results of the simulators for the 
buildings and emergency response can be validated in a similar way to the values of the 
utility network simulators.

2.2.1. dronEs as inPut sourcE

Specialized emergency response teams deploy drones on a regular basis to improve 
situational awareness, not only during natural disasters. After reaching their designated 
mission area, emergency responders can set up and start drones within minutes and 
gather an array of survey information. There are established solutions to acquire and 
share drone data via the internet or messengers [6]. In this work, we assume a functioning 
communication network, which easily allows sharing data with relevant units and 
decision makers.

Depending on their technical equipment, drones can provide a wide range of data, 
e.g., optical, thermal, multi-spectral, and lidar1 data. Drone data typically consists of 
videos, streams, and pictures in various resolutions as well as global navigation satellite 
system (GNSS) data, like GPS coordinates, and gimbal2 meta data. This data can be used 
raw, i.e. without further processing (e.g. live video streaming) and then requires qualified 
human operators for analysis and interpretation [7].

1 Light detection and ranging (lidar) is an optical method to measure ranges and velocities.
2 A 3D-pivoted technical support unit to stabilize the sensor payload which also provides data about its 

pitch, yaw and roll angles.
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Beyond that, the data can serve as the basis for further processing using 
sophisticated algorithms. In particular, algorithms based on artificial intelligence (AI) 
technologies can assist human operators and partially perform important tasks. Examples 
for use cases are (near-)real-time mapping, 3D models, or detection and classification 
purposes [8]. The YOLO models are an example of commonly used AI detectors [9]. The 
merging of multiple sensor inputs as well as meta data enables even more sophisticated 
analyses.

Using these methods, drone data can be transformed from the raw footage without 
any abstraction to a high level of abstraction. The level of abstraction influences how well 
operators must be trained and experienced and how data can be shared with other parties. 
The interpretation of live video streams, for example, requires experienced operators 
whereas structured data with geocoordinates can be processed automatically.

Principal use cases for drones include search and rescue operations or mapping 
of damage to buildings, roads and bridges in a wide area. For this purpose, a raw video 
stream can be processed with an AI detector to detect people or damaged structures. In 
combination with the drone metadata, it is possible to reference the detections with real 
geo data and remotely triangulate their exact locations. These georeferenced detections 
can be further used to generate tactical maps or can be shared with decision makers.

For the co-simulation presented here, drones can be used to map areas affected by 
natural disasters and their impact on infrastructures, e.g., power outages. This data is used 
to verify the current state of the simulation and to update the digital twins of structures, 
infrastructures, and position of emergency responders.

2.2.2. sPontanEous voLuntEErs as inPut sourcE

We investigate a setup in which spontaneous volunteers use a smartphone app for 
volunteer coordination. The volunteers receive dedicated requests to submit situational 
information on the app. The submitted information is then collected, processed, 
optionally visualized, and incorporated into the co-simulation.

Emergency response forces formulate the requests and send them to the volunteers 
using the app system. Volunteers can be asked to fill out a questionnaire and to submit 
pictures or videos of the situation. Using chatbots to interact with spontaneous volunteers 
is a promising approach to increase usability [10]. Other crowdsourcing approaches use 
information that is submitted via social media and collected by dedicated units, like the 
virtual operations support team (VOST) in Germany [11].

Table 1 includes several use cases for volunteer-submitted input to the digital 
twin and the co-simulation. For electricity, natural gas, water, and communication 
infrastructures, spontaneous volunteers can report on damages to the infrastructure 
networks, such as damaged power lines and broken water pipes, and can report on 
the state of supply. Damage close to the consumer, e. g. in the low voltage electricity 
networks, is typically reported by consumer calls [12] and nowadays with dedicated apps 
and websites, which arguably also constitute a form of information crowdsourcing.
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Weather information and information about disaster events, such as floodings, 
storms, hail, and landslides, can be used to calculate probabilities for building damages 
and to estimate incident rates triggering emergency responses. Spontaneous volunteers 
can report on building damages and the usability of transport infrastructures, e.g., 
streets, railways, bridges, and tunnels. Information of possible transport infrastructure 
issues is crucial for directing relief efforts. Most buildings are not monitored by sensors 
or automated systems. Spontaneous volunteers can also report on the state of certain 
institutions, e.g. whether hospitals or other medical facilities are inaccessible. Moreover, 
spontaneous volunteers can also report on a variety of other relevant topics not covered 
here, for example, social and psychological issues of the population [13].

However, the large amount of volunteer-submitted information and the resulting large 
workload for data processing are a challenge for emergency response services. Specialized 
tools might help to reduce the additional workload [14]. Moreover, the trustworthiness of 
crowdsourced information when comparing to authoritative information sources is an issue 
of concern. Using dedicated information gathering solutions rather than using data sourced 
from social media might help to improve data quality [15].

Using dedicated information gathering solutions, such as crowdsourcing apps, 
for this task could be beneficial since the submitted information can be collected and 
analyzed in a centralized system. This data can be enriched with important meta-
information, such as identity information and personal capabilities of volunteers, as well 
as detailed location information. Submitted pictures and videos allow response forces 
to obtain a clearer picture of the situation. Volunteers can be directly contacted, e.g., 
asked to provide additional information using follow-up questionnaires. Crowdsourcing 
apps for information gathering can also be closely integrated in warning and risk 
communication systems, e.g., volunteers can provide feedback to warnings.

Several comparable use cases have already been researched and partially 
implemented in real-world applications. For example, crowdsourced information gathering 
has been studied for weather data [16], various natural disaster events [17-21], transport 
infrastructures [22], and supply infrastructures, ranging from power and communication 
outages to drinking water quality [23-27]. A system to evaluate the structural stability of 
school buildings after natural disasters by non-experts has been presented in [28].

3. Maintenance scheme

3.1. Proposed scheme

We propose the following simulation-update scheme to capture the possible 
outcomes of the simulation and recalibrate the simulation with new input data submitted 
by mobile agents. This input data is neither submitted in real-time nor continuously as 
sensor data would be. The simulation is hence performed in steps. The proposed scheme 
is illustrated in figure 2. The x-axis shows the time, and the state of the simulation is 
illustrated as a one-dimensional variable on the y-axis.
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Figure 2
Proposed maintenance scheme to enrich a simulation with input data from mobile agents

Source: Fraunhofer SIRIOS, 2024.

The first step starts at t0 and ends at t1. In the following recalibration phase, the 
current simulation results are combined with external data from mobile agents yielding 
the updated initial conditions for the subsequent simulation step.

Figure 3 shows a single simulation step starting at time t0 and ending at time t1. In 
Figure 3, input data is categorized as initial conditions and boundary conditions. Initial 
conditions are start values of observables at a specific time ti. Initial conditions are 
typically not exactly known and might fall within a range or follow a probability density. 
For example, the height of a flood might be based on a hydrological model yielding 
a range of probable water depths between lmin and lmax. In this scheme, the different 
parameter configurations are sampled using multiple simulation runs, comparable to a 
Monte Carlo simulation. The possible parameter space is illustrated as a yellow band and 
simulator runs are illustrated as arrows.

Furthermore, boundary conditions might be imposed on the simulations. Boundary 
conditions are illustrated as blue band, which restricts the simulation arrows in the 
y-direction. In this scheme, boundary conditions are conditions that are imposed for the 
simulation time. Boundary conditions might be deduced from external information or 
can arise from technical limitations, e.g., an electricity network simulation might define 
a maximal amount of power that can be supplied. Simulator runs that make contradicting 
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predictions are cancelled, as indicated with red, crossed lines in figure 3. Boundary 
conditions are implemented in this scheme using observer services, which monitor 
whether the conditions are fulfilled.

Some of the coupled simulations yield probabilistic predictions, which result in 
non-deterministic simulation steps. For example, a structural simulation of a building 
yields a damage probability and non-deterministic agent simulations are used to model 
emergency response forces. Based on the probabilities, one outcome is chosen in a single 
co-simulation run. Multiple simulation runs can be used to sample the possible outcomes. 
This behavior is illustrated in figure 3 with an arrow splitting into two parts.

The space of all possible simulation results is shown as a green band. The simulations 
will typically diverge from reality and are hence recalibrated with external data, as 
indicated on the right-hand side of figure 3. Simulator runs whose results are incompatible 
with the input data are discarded. The remaining simulation results are used as new initial 
conditions for the subsequent simulation step.

Figure 3
Left: Illustration of different results of a single simulation step depending on initial  

and boundary conditions 
Right: Illustration of the proposed recalibration process between two consecutive simulation steps

Source: Fraunhofer SIRIOS, 2024.
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3.2. Example scenario

3.2.1. sEtuP and scEnario

As an instructive example, consider the setup shown in Figure 4. There are three 
areas: A, B, and C. Area A and B as well as area A and C are separated by a river and 
connected by bridges each. An electric power plant is situated in area A and supplies area 
B and area C with electricity. The corresponding power lines go over the bridges.

Figure 4
Schematic representation of the example scenario under consideration

Source: Fraunhofer SIRIOS, 2024.

A flooding event that might damage the bridges is predicted. The simulation yields 
the following four possible states of the infrastructure system:

1. no bridge is damaged, and everything is working normally,
2. bridge I is damaged, bridge II is not damaged, and area B has no electricity 

supply,
3. bridge I is not damaged, bridge II is damaged, and area C has no electricity 

supply,
4. both bridges are damaged, and areas B and C have no electricity supply.

The advantage of the co-simulation approach is that the predictions can be used to 
mitigate the effects of infrastructure damages and to efficiently direct response forces. In 
this example scenario, simulations might reveal that

— some outcomes have more severe impact on other infrastructures and
— some outcomes are more likely than other outcomes.
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Damage to bridge I might have a higher impact because, for instance, the water 
supply of all areas might be interrupted if area B has no electricity. Damage to bridge I 
might be more likely due to its construction.

Mobile agents are used to gather information. In this scenario, spontaneous volunteers 
report on the state of electric power supply. The predictions of the co-simulation can be 
used to perform preparations, such as creating information gathering tasks and activating 
volunteers in advance. Spontaneous volunteers could also report on the structural state of 
the bridges and submit pictures of damages, but this task is not included here.

In this scenario, drones are used to assess structural damages to the bridges. Since 
drone capacities are limited and require deployment of specialized teams, the co-
simulation can be used for efficient planning. E.g., a building simulation revealed that 
bridge I is more likely to be damaged and the drone team is hence deployed in advance 
close to bridge I. Input from other sources, such as spontaneous volunteers, can also 
be used to coordinate the drone teams. If, for example, volunteers report a potential for 
damage, drones can be used to verify the damage.

3.2.2. co-siMuLation uPdatE schEME

The simulation is performed as depicted in Figure 5. The following steps happen.

1. A normal operation is simulated. The system is in state 1.
2. At time t1, new weather information yields a prediction of a possible damage 

event at time t1́.

a) The four possible outcomes of the co-simulation are depicted on the y-axis in 
figure 5.

b) A building simulation reveals, that bridge I is more at risk than bridge II.
c) The tasks for spontaneous volunteers are prepared and a drone team is 

dispatched to bridge I.

3. The damage event happens at t1́, but no situational picture is available.
4. Volunteers report no electric power supply in area B and a working power 

supply in area C.

a) Consequently, bridge II is not damaged.
b) Insufficient information on bridge I is available.
c) The co-simulation is updated at t2: state 3 and 4 are excluded.

5. Drone observations reveal that bridge I is damaged, i.e. state 1 is excluded.
6. The co-simulation is updated and fully calibrated at time t3.

© University of Deusto - ISBN 978-84-1325-228-5



46 Sascha Peitzsch, Dennis Böhmer, Michael Gerold 

Figure 5
Time progression of the damage forecast and its recalibration using mobile agents

Source: Fraunhofer SIRIOS, 2024.

Conclusions

In this work, we present a maintenance scheme for a digital twin of an urban 
environment which includes a co-simulation component for different critical 
infrastructures.

We collect the required input data that is necessary to update the simulations. This 
input can stem from different sources, such as consumer calls, sensors and monitoring 
systems, emergency response services, and mobile agents. Mobile agents such as drones 
and spontaneous volunteers can serve as a source of situational information to augment 
sensor data, to replace damaged monitoring systems, or for information that is not 
covered by other sources.

Drones can be equipped with various sensors and are a quick and flexible tool for 
emergency response services to obtain situational information. Modern techniques based 
on AI algorithms allow for automated processing of drone data. Spontaneous volunteers 
can perform dedicated information gathering tasks using app systems for coordination, 
data collection, and data analysis. Volunteers can further submit pictures and videos, 
along with important meta-data.

Information submitted by mobile agents can be used in particular to gain knowledge 
about the state of critical infrastructures such as electricity, water, natural gas, and 
communication networks. Other well-suited use cases include gathering information 
about extreme weather events, natural disasters, damages to built structures, and the state 
of transport infrastructures.
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In the presented scheme, the co-simulations are performed in steps and updated with 
external information. Ambiguities due to lack of information about the infrastructure 
network are handled by starting multiple, parallel simulator runs with different initial 
conditions. Probabilistic simulations are handled by sampling over different possible 
outcomes. The digital twin is maintained by updating the co-simulations after each 
simulation step with new input data. The resulting state is then used as new initial 
conditions for the next simulation step.

In the future, we plan to implement the proposed maintenance scheme for the 
already existing co-simulation. Applications to real-world problems, which have a higher 
degree of realism than the current toy scenario are planned.
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Abstract

In the dynamic landscape of digital maintenance during the Digital Twin Era, Aingura 
IIoT presents groundbreaking maintenance applications aimed at improving the reliability and 
efficiency of vital water desalination pumps. This presentation delves into a practical use case 
illustrating the application of Edge-based Artificial Intelligence (AI) for real-time online health 
monitoring. This technology enables early detection of potential issues, fostering predictive 
maintenance strategies. Moreover, it elevates overall system reliability, reduces downtime, 
and contributes to the sustainable operation of water desalination facilities. The presentation 
underscores the practical implementation of advanced AI algorithms at Edge devices, allowing 
instantaneous data analysis without the need for extensive data transfer to central servers. This 
not only minimizes latency but also optimizes bandwidth usage. Consequently, the seamless 
transfer of knowledge as valuable information can enhance the usability of digital twins with-
out significant investment costs.
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Abstract

The Seveso III Directive 2012/18/EU imposes an obligation to take into due consideration the 
human factors and the interfaces between operators, processes, and plants, as part of the imple-
mentation of the Safety Management System for the process industry. It is fundamental that in 
the risk analysis the human factor and the conditions in which significant activities for the safety 
of the establishment must be carried out. The national technical standard UNI 10616:2022 pro-
vides guidelines for implementing a safety management system, describing the procedures and 
technical tools useful for achieving specific objectives for the prevention of major accidents. In the 
standard, specific attention is paid to the human-machine interface, also considering the preven-
tion and assessment of human error, as fundamental aspects of process safety management. A 
good, designed man-machine interface, in the control room of a process plant, allows you to 
minimize the possibility of operator error on the panel, both during normal operating conditions 
and during emergency situations. The prevention of human error cannot ignore the knowledge 
of the potential negative consequences deriving from non-compliance with system procedures. 
The assessment of the possibility of human error must be used in the reliability analysis to verify 
if the procedures and operational controls adopted to improve the behaviour of the operator or 
the instrumental controls give the best contribution to the safety of the system. In addition, a 
fundamental role is represented by training activities and emergency drills, which must be carried 
out according to a specific path that goes from design to critical analysis of results. In this way it 
will be possible to prepare any corrective actions, also in terms of response times and emergency 
management, to reduce the possibility of accidents related to human error. The consideration of 
the human factors and the interfaces between operators, processes, and plants, in the correct im-
plementation of a safety management system must be based on: detecting any problems at the 
interfaces thanks to the feedback from both operators and maintenance technicians; monitoring 
the status of systems, through maintenance activities, and ensuring a good house-keeping; using 
proper labelling of equipment and alarm annunciators; improving the reliability of operators’ 
performance; implementing an effective system of operational controls, that allows to prevent 
any human errors before they can cause accidents; the functionality of the operator/process and 
operator/equipment interfaces to monitor the process, identify any anomalies or emergency situ-
ations and implement the planned intervention procedures.

1. Introduction

The Seveso III Directive 2012/18/EU [1], implemented in Italy by a legislative 
decree issued in 2015 - D.Lgs. 105/2015 [2], is aimed at the prevention of major 
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accidents involving dangerous substances. The D.Lgs. 105/2015 covers establishments 
where dangerous substances may be present (e.g. during processing or storage) in 
quantities exceeding certain thresholds. Operators of the establishments are obliged to 
take all necessary measures to prevent major accidents and to limit their consequences for 
human health and the environment.

Depending on the amount of dangerous substances present, establishments are 
categorised in lower and upper tier, with different obligations. The requirements include, 
among others: notification of all concerned establishments; deploying a Major Accident 
Prevention Policy (MAPP) through the implementation of a Safety Management System 
for Prevention of Major Accident (SMS-PMA); producing a Safety Report (SR) for 
upper-tier establishments; producing an Internal Emergency Plan (IEP) for upper tier 
establishments; providing information in case of accidents.

As part of the implementation of the Safety Management System, the 
D.Lgs. 105/2015 imposes an obligation to take into due consideration the human factors 
and the interfaces between operators, processes, and plants.

During the control activities it is in fact necessary to verify that training programs and 
emergency drills are implemented to improve operator behaviour. It is therefore fundamental 
that in the risk analysis the human factor and the conditions in which significant activities 
for the safety of the establishment must be carried out, giving a particular attention to the 
interfaces between operators and processes in the phase of operational control of the plants.

2. The control activities: human factors and HMI

2.1. Human factors in the control activities

In Italy, the SMS inspections are conducted to verify the suitability of the operator 
MAPP carrying out a planned and systematic examination of the systems being employed 
at the establishment, whether of a technical, organisational or managerial nature.

The human factors and the interfaces between operators, processes, and plants are 
specific items of interest during the SMS control activity [3]. In fact, the commission must:

— Verify that training and drill programs exist and are implemented to improve the 
behaviour of the operator.

— Verify that the work shifts, and the distribution of tasks have been established 
considering the psycho-physical stress to which the workers are subjected and 
that mechanisms are put in place to verify that the appropriate psycho-physical 
conditions are maintained.

Among the tools available to the inspection commission during the documentary 
verification, it is possible to verify directly, also by consulting the documentation relating 
to the health and safety at work analysis, the compliance with the indications relating to 
the maintenance suitable psycho-physical conditions of the workers.
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During the “on-site” visit, the possible insights concern interviews with the 
employees both on the management methods of ordinary and extraordinary management, 
maintenance, emergency interventions, and on their involvement in the drafting and/or 
revision of the operating instructions.

2.2. The consideration of the HMI and the human error

The national technical standard UNI 10616:2022 (Establishments with major-
accident hazard-Safety management systems-Guidelines on implementation of 
UNI 10617) [4] provides guidelines for implementing a safety management system, 
describing the procedures and technical tools useful for achieving specific objectives for 
the prevention of major accidents in industrial establishments (national technical standard 
UNI 10617:2019) [5].

It deals with most of the hazards and major accident risks present both in 
simple installations and in more complex installations where the process risks can 
be preponderant compared to those connected to the simple loss of containment. The 
application of the contents of the standard must be commensurate with the specificities of 
the major accident hazards present in the establishment.

In the standard, specific attention is paid to the human-machine interface (HMI), 
meaning the system that separates the operator, who is using a machine (i.e. the control 
panel located in the control room in the case of the process industry), from the machine 
itself, while ensuring a constant connection.

Among the objectives for the continuous improvement of the SMS-PMA, which 
arise from the results of the identification of the hazards and the assessment of the risks 
of a major accident, the improvement of the quality of the interface between the operator 
and the plant/process can also be included (i.e. promptness, accuracy and punctuality in 
reporting anomalies).

In close connection with the HMI, it is considered the prevention and assessment of 
human error, a fundamental aspect of process safety management.

To strengthen and disseminate the culture of safety, the site manager should also 
operate through the implementation of a company policy which clearly and transparently 
identifies the criteria for distinguishing acceptable behaviour from that which cannot 
be considered as such, distinguishing situations involving intentional misconduct from 
human errors attributable to organizational causes.

The awareness of the people who carry out a work activity in the plant, involved in 
activities relevant to safety, can in fact be verified through knowledge of the potential 
negative consequences deriving from a failure to comply with the specified procedures, 
with consequent human error, and the possibility of even a major accident. The need to 
verify the system procedures, on the other hand, may derive from the possible analysis of 
the accidents and/or near misses connected to the ascertained human error.
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3. Design and schemes to prevent human error

3.1. Design of the man-machine interface

The functionality of the interfaces between operators, process and systems, 
consisting of the instrumentation located in the control room with related switchboards/
monitors/buttons/optical and acoustic signalling panels, including wireless devices, must 
be ensured through the periodic check program of the active safety systems, consisting 
of toxic and/or flammable gas detectors, fire detectors, alarms and blocks for critical 
operating parameters. The displays must report process variables, alarms, automatic 
blocks, recordings, as well as actuators for control actions on the process, such as starting/
stopping pumps and compressors, opening/closing valves, changing the regulation and 
operating parameters set.

The main functions of an interface are:

— Presentation of process information.
— Immediate implementation of control actions.
— Support for diagnosis, decision making or planning.

Important elements of an interface are usability, to make the HMI easy to use 
(reducing the possibility of errors), and accessibility by the panel operator. A correct 
design of the control, alarm and automatic blocking systems must consider the analysis 
of the operator’s tasks at the switchboard and the optimal ergonomic and specific 
environmental factors for correct operation of the systems and plants.

A good, designed man-machine interface, in the control room of a process plant, 
allows you to minimize the possibility of operator error on the panel, both during normal 
operating conditions and during emergency situations, throughout the process life cycle 
and in case of plant or process changes. These interfaces must be considered throughout 
the life cycle of the process and during plant or process changes.

Control provisions must in fact be adopted to manage any modifications/changes 
made, in conditions of necessity and under specific responsibility, to the switchboards 
or control equipment. Obviously, these changes must not reduce the ergonomic design 
characteristics as well as they must consider other project requirements, such as 
accessibility for maintenance or periodic checks.

3.2. Practical schemes of control rooms

To represent some practical examples of control room [6], with the relative 
representation of process parameters and data on the screen of a DCS (Distributed 
Control System), the case of a typical process industry was investigated.

In the following, schemes of correct design and distribution of spaces in a control 
room, with the relative minimum requirements are presented [7]:
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Figure 1
Illustrations of definitions associated with workstation visual display

Source: T. Naito et al., 2011.

Figure 2
Visibility of large screens and the widths of corridors

Source: T. Naito et al., 2011.
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Figure 3
Travel routes and collaborative operation among units

Source: T. Naito et al., 2011.

The key points for the adequate representation of data and information on a screen, 
in order to improve the man-machine graphic interfaces [8], are:

Figure 4
Colour graphic representation

Source: R. Kowalski et al., 2017.
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Figure 5
Device status display

Source: R. Kowalski et al., 2017.

Figure 6
Representation of data values

Source: R. Kowalski et al., 2017.
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Typical examples of control panels are finally given in the following, as taken from 
the DCS (Distributed Control System) in the control room [9]:

Figure 7
Plant overview

Source: ANSI/ISA, 2015.

Figure 8
Process Air Unit Process

Source: ANSI/ISA, 2015.

© University of Deusto - ISBN 978-84-1325-228-5



 The consideration of the Human-Machine Interface in the Safety Management System of the process industry  71

3.3. The prevention of the human error in a process plant

The prevention of human error cannot ignore the knowledge of the potential 
negative consequences deriving from non-compliance with system procedures, with the 
possibility of a major accident. The assessment of the possibility of human error must be 
used in the reliability analysis to verify if the procedures and operational controls adopted 
to improve the behaviour of the operator or the instrumental controls give the best 
contribution to the safety of the system.

The management by the workers of operating anomalies and/or emergency situations 
must be verified both in the actual conditions of occurrence of the events and in the 
simulations, in order to highlight any deficiencies connected to the human factor. The 
analysis of non-conformities relating to procedures, regulations, operating instructions, 
detected as a result of inspections and/or accidents/near-accidents, generally linked to human 
error, can highlight deficiencies related to the behaviour of people, the organization and the 
work environment. Such deficiencies must be subject to appropriate corrective actions.

Emergency drills are an important element of evaluation. They must be carried out 
according to a specific path that goes from planning to the critical analysis of the results, 
in order to prepare any corrective actions, also in terms of response times and emergency 
management of the operators in order to reduce the possibility of accidents related to 
human error.

4. The consideration of the human factor in the SMS

Based on the experience coming from the control activities conducted on some 
Seveso Italian establishments, in the following the discussion about examples and 
indications of particular or recurring situations are given about the consideration of the 
human factor in the SMS.

The inspections must mainly be aimed at evaluating how much the company policy, 
and therefore the management system, require that human factors are taken into consideration 
in the conduct of the plant’s activities, identifying any deficiencies. The aspects that must be 
taken into consideration are the organizational elements, the policy and standards followed in 
the design and modification phases of the plants, the operating conditions, including problems 
related to process management, and the working environments.

As regards the design phases of new processes or operating systems, it must be evident 
that the company policy or the standards adopted foresee the consideration of human factors. 
Indicative of the fact that human factors have been considered is, for example, the evidence 
of the analysis of the aspects related to the spaces available to the operators, the accessibility 
of the equipment, the correct construction and location of the control panels and the use of 
prototypes and pilot plants also for the analysis and revision of the operator-plant interface.

At an operational level, information on work shifts must be acquired, for example 
by verifying that the available resources are distributed in a homogeneous manner, or 
in any case congruent with the workload, that the responsibilities have been clearly 
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identified and are commensurate with the experience and ability of the employee to 
identify the cause of an error which may also cause a major accident. In fact, it must be 
considered that stress and fatigue can be the result of incorrect personnel management. To 
identify a possible deficiency in this sense, one could, for example, analyse the criteria 
for allocating resources within the various operational areas, verifying whether both 
the physical and aptitude characteristics and the degree of experience, which must be 
possessed by the person responsible for the critical tasks of the plant, have been specified.

With regard to the operating procedures available to operators, the main aspects to 
consider are that these are clear and complete, written in a language that operators can 
understand, that their involvement in drafting and revision has been envisaged and, most 
importantly, that these procedures provide employees with all the elements that enable 
them to identify and manage unforeseen situations.

It should be remembered that the conditions of the working environment (lighting, 
temperature, exposure to noise, vibrations or chemical agents, etc.) also play a 
fundamental role in the employee’s ability to interact with the systems and equipment. In 
this regard, it will be important to verify not so much that the values of these parameters 
are compatible with the activity carried out, but rather that national and international 
standards have been considered in the organization of the activity for the definition 
of optimal conditions in the workplace, providing, in the procedures, the analyses to 
establish what are the levels that allow to guarantee efficiency and safety. Finally, it 
should be considered that the system must provide for the periodic measurement of these 
parameters, to verify that the pre-established limits are respected, adopting compensatory 
measures in case it is not possible to respect the limit.

5. Conclusions

The consideration of the human factors and the interfaces between operators, 
processes, and plants, in the correct implementation of a safety management system must 
be based on:

— The detection of any problems at the interfaces, thanks to the feedback 
information coming from both the operators and the maintenance technicians.

— Monitoring the status of equipment and systems. It is important that equipment 
is visually inspected throughout the work shift. Reading the instruments placed 
on the equipment makes it possible to verify the reliability of the parameters 
reported by the remote-control systems in the control room. Furthermore, only 
through visual inspections anomalous situations can be promptly identified. The 
information found must be recorded on special checklists which must be reviewed 
on a periodic basis by the supervisors so that what is reported is consistent with 
other data and that any anomalous situations are promptly resolved. In addition, it 
is good practice to have equipment checks integrated with normal operations.

— An adequate maintenance of work tools and equipment, including maintaining 
good conditions of cleanliness and order in the workplace (s.c. housekeeping).
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— The use of correct labelling and signalling of containers, pipes, equipment, etc., 
also through appropriate color codes, to allow immediate knowledge of the risks 
and the identification of systems and components. Of specific importance, for 
example, are the methods for signalling automatic blocks to the switchboard, 
especially in the event of a bypass due to contingent plant requirements, with the 
relative operating management procedure.

— The maintenance of good lighting conditions, essential for identifying the 
equipment, reading the instruments and identifying possible problems.

— The improvement of the reliability of the operators’ performances. Particular 
attention should be paid to the procedures for handing over deliveries between 
shift managers and/or switchboard operators during shift changes in the plant and 
in the control room, keeping adequate traces in the system documentation.

— The implementation of an effective system of operational controls based on 
procedures, permits, inspections, etc., that allows to prevent or promptly identify 
any human errors before they cause accidents.

— The functionality of the operator/process and operator/equipment interfaces to 
make it easier for the operator to monitor the process, identify any anomalies 
or emergency situations and implement the foreseen intervention methods. 
Consider, for example, the problem of managing a maximum number of alarms 
on screen in the event of a generalized emergency, or the problem of assessing 
reliability/redundancy for critical alarms (in the event of a power failure).
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Abstract

The primary objective of this paper is to comprehensively examine the existing obstacles 
hindering the expansion of prescriptive maintenance. To achieve this goal, we first conduct a 
literature review to compile a list of these identified barriers. Subsequently, we launch an initia-
tive to uncover the sequences of barriers or complex interactions between them. This approach 
is crucial because when addressing individual barriers in isolation, the effectiveness of measures 
can be limited, given the potential for unexpected interactions with other interconnected 
barriers. In conclusion, we introduce a proposal that presents a visual, continuous sequence of 
distinct tasks aimed at guiding the journey toward the desired outcome. Our aim is to broaden 
the perspective of decision-makers, particularly those in small and medium-sized companies 
operating in non-cutting-edge technological sectors.

1. Introduction

The global economy has undergone significant changes due to the combined forces 
of globalization and technological development. Consequently, supply chain management 
(SCM) for companies has evolved into a complex process. Presently, it is common 
to observe companies operating in one part of the world while having manufacturing 
facilities scattered across the globe. Technology plays a pivotal role in manufacturing and 
supply chain processes, minimizing the time gap for information flow at a nominal cost 
and enhancing customer service efficiency (1). Within the supply chain (SC), logistics 
assumes a crucial role, translating the management’s supply chain policies into practical 
action. Despite the revolutionary impact of technology on supply chains, there are 
inherent limitations to the development of logistical infrastructure, with improvements 
reaching a certain threshold. While information can traverse at the speed of light, the 
physical movement of goods is subject to its own time constraints (2).

Although the SCM is a critical success factor for an organization, it relates to 
its manufacturing capabilities. These capabilities are influenced by the maintenance 
strategy, which can significantly hinder the operational availability of equipment. Recent 
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advancements in maintenance modelling, driven by data-centric methodologies like 
machine learning (ML), have opened a wide array of applications. In the manufacturing 
industry, managing functional safety throughout the product life cycle while containing 
maintenance costs poses a significant challenge (3). A pivotal approach in tackling this 
challenge is predictive maintenance (PdM). Given the substantial volume of operational 
data generated by modern vehicles, ML emerges as an ideal tool for implementing PdM. 
Despite the extensive coverage of PdM and ML applications in manufacturing systems in 
various review papers, there is currently no comprehensive survey specifically addressing 
ML-based PdM for automotive systems (4).

The natural progression for PdM involves embracing a state-of-the-art approach 
to asset management, leveraging advanced analytics and machine learning to anticipate 
maintenance requirements and optimize equipment performance. This advanced 
strategy is termed prescriptive maintenance. Unlike merely pinpointing potential issues, 
prescriptive maintenance provides concrete recommendations for maintenance actions 
and operational adjustments (5).

Prescriptive maintenance (PcM) leverages a combination of machine learning (ML) 
and artificial intelligence (AI) alongside the Industrial Internet of Things (IIoT) to provide 
precise recommendations for equipment maintenance. This integration encompasses 
technologies that scrutinize historical data, formulate assumptions, conduct tests, and 
iteratively analyse data. Through intricate algorithms, the software autonomously identifies 
and learns from data trends, efficiently recognizing and understanding data patterns. 
The machine learning process continuously reassesses models (files trained to recognize 
specific patterns) and data to accurately forecast what something will do at speeds 
unachievable by human analysts. Ultimately, prescriptive maintenance determines the 
potential outcomes of different actions and proposes the best approach (6).

From a pragmatic standpoint, there is a notable incongruity in the maturity levels of 
theoretical maintenance management approaches as outlined in the literature (7). While 
certain companies, particularly those operating in highly automated and technologically 
progressive sectors like the semiconductor industry, actively employ many of the cutting-
edge approaches available, a significant majority of companies —particularly small 
and medium-sized enterprises (SME)— fail to consistently capitalize on the existing 
opportunities (8). Therefore, it does make sense to further analyse the limitations 
to the progress of the concept, both form the applied perspective, but also from the 
technological dimension.

The sections proposed to address this goal are first, an estate of the art about the 
topic and related fields. The next section will be devoted to identifying the potential 
barriers and the last section addresses the Discussion and Conclusions.

2. State of the art

The literature review for the main concept “prescriptive maintenance” exhibits an 
increasing interest through time (see figure 1)
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Figure 1
Academic interest in the prescriptive maintenance concept

Source: Scopus.

When we analyse the co-occurrence of keywords as presented in figure 2, it 
becomes clear the different clusters of factors related to the main one.

Figure 2
Associated concepts to be considered according to the literature

Source: Self elaborated by using VOS viewer tool®.
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It becomes clear the connection between prescriptive maintenance with a different 
cluster, but strongly connected, where general maintenance, risk, inspection and 
safety, costs, design and life cycle are the key factors. This cluster accounts for asset 
management as well. In closed connection to those two, the cluster for AI, machine 
learning and predictive analytics is strongly connected to the application to prescriptive 
analytics, learning systems, reinforcement learning, internet of things and maintenance 
decisions. Finally, but yet importantly, a significant cluster related to prescriptive 
maintenance involving I4.0, planning, production control and digital twin is found.

However, when the search includes the term barrier, the total number of papers 
jumps from 201 until just four, where just one conference paper from 2022 addresses the 
problem, where the focus looks in proposing a strategy to identify the action plan based 
on previous similar situations. This means that more research is needed to accurately 
identify the practical limitations for expanding the vision, because the identified ones and 
the promoted solutions have been not enough powerful.

3. Analysis of potential barriers

In theory, embracing Prescriptive Maintenance strategies has the potential to 
enhance the decision-making process among maintenance professionals, streamlining the 
planning and execution of maintenance tasks for improved efficiency. As a result, this 
can result in decreased downtime and the prolonged longevity of assets. The strategic 
application of data-driven insights positions prescriptive maintenance as a leading 
approach in modern maintenance methodologies (9). Within this framework, machine 
learning and artificial intelligence not only forecast future failures but also pinpoint 
potential remedies.

When transitioning the emphasis from PcM to PdM, various authors have 
indicated that the existing body of literature on PdM lacks coverage in the SME (Small 
and Medium-sized Enterprises) domain. Particularly, the financial aspects remain 
unclear (9-11). There exists significant untapped potential in SMEs to develop cost 
models for PdM and address challenges related to data availability. Additionally, there 
is a deficiency in the management and monitoring of PdM initiatives within SMEs, as 
well as a shortage of skilled personnel in this context (10).

Various axes have been identified as pertinent in elucidating the challenges 
associated with embracing these principles. These axes encompass Data, Financial, 
Knowledge Management, Organizational, Social, and Technical aspects. This differs 
from the more prevalent triple bottom line approach to sustainability, which primarily 
considers the environmental, social, and financial dimensions (11).

Recognized obstacles call for diverse approaches based on the strategies and 
capabilities of industrial management (12). In light of the information provided, industrial 
management should acknowledge the importance of maintenance practices and should 
opt for the most suitable management approach while maintaining a focus on their long-
term vision. While previous studies have touched upon the selection of maintenance 
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practices, they have typically focused solely on prioritizing barriers, offering a limited 
perspective. The underlying hypothesis in the present paper is that there exists a structural 
and contextual relationship among the barriers.

Table 1 summarizes different barriers to sustainable predictive maintenance 
collected through a literature survey and expert interaction. In this study, the identified 
barriers to PdM practices are organized and categorized (13).

Table 1
Identified barriers to the development of PdM in SMEs

Code Category Barrier Definition Reference

O1 Organizational
Understanding the role of main-
tenance for Asset Investment 
Planning (AIP) strategy.

Maintenance is considered as 
expenditure instead of invest-
ment.

Expert 
communication

O2 Organizational
Perceived tension about main-
tenance downtime.

Time spent on maintenance ac-
tivities affects the scheduled de-
livery of products.

(14)

O3 Organizational
Lack of employee training fa-
cility.

Training the managers and em-
ployees on appropriate knowledge 
and skills in quality management.

(15)

S1 Social Negligence towards the safety 
of workers.

Ineffective maintenance strategy 
affects workers. (16)

S2 Social
Hesitant in strengthening main-
tenance department.

Industries not showing interest 
in enhancing maintenance de-
partment.

(17)

D1 Data
Lack of data analytics on sus-
tainable maintenance.

Reliable and regular data is re-
quired for framing digital main-
tenance strategy.

(18)

T1 Technological
Lack of expertise to maintain 
advanced technology.

Difficulties with technical capa-
bilities to implement sustainable 
maintenance practice.

Expert 
communication

T2 Technological Fear of failure of advanced 
technologies.

Single point failure may spoil the 
entire maintenance strategy. (19)

T3 Technological
High cost of technological ar-
chitecture.

Maintenance architecture, needs 
to be integrated for effective 
maintenance management.

Expert 
communication

T4 Technological
High cost of advanced main-
tenance strategy.

Minimal requirement in term of 
performance and productivity 
for faster result generation.

(20)
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Code Category Barrier Definition Reference

F1 Financial Shortage of financial re-
sources.

Initial set-up cost to apply main-
tenance policy. (21)

F2 Financial
High cost of implementing 
sustainable predictive main-
tenance.

Cost of installing sensor and so-
lenoids, computer technologies. (22)

F3 Financial
Cost of sustaining the sustain-
able predictive maintenance 
measures.

Cost in continuation of a main-
tenance practice. (23)

F4 Financial
Low return on investment. Concern over the profit which 

compensates their investment in 
maintenance.

(13)

F5 Financial
Overhead cost on maintain-
ing the advanced systems in 
maintenance strategy.

Additional cost incurred in 
maintenance practice because of 
the service charges.

(24)

After identifying the primary categories and barriers, sourced from both the 
literature review and discussions held during semi-structured interviews, it’s worth noting 
that while we couldn’t reach the intended number of 200 experts, we did engage with 25 
experts. This initial communication serves to deduce the connections between categories 
and barriers.

Furthermore, our planned approach involves formally conducting a survey to 
facilitate a comprehensive analysis of these relationships on a larger scale. Leveraging 
the data gathered, we will employ Structural Equation Modelling (SEM) to systematically 
ascertain the likelihood of our hypotheses and assess the robustness of the inferred 
relationships. This step is significant as it can provide valuable insights for refining 
strategies aimed at promoting the adoption of such technologies. Isolating these efforts 
would likely result in less effective measures.

The chain of barriers, as identified predominantly by experts, begins with a common 
issue encountered by SMEs: a shortage of financial resources. This initial challenge 
often leads to subsequent issues, with the high costs associated with technological 
architectures directly impacted by this financial constraint. These challenges in turn feed 
into the technological barrier, which is closely tied to the lack of expertise required for 
maintaining advanced technology.

Experts emphasize that, depending on an SME’s level of maturity and experience, 
there is often a notable disconnect between the idealized solutions presented by technology 
providers and the practical reality within SMEs. Consequently, there is a deficiency in data 
to support the learning processes associated with these technologies, which in turn affects 
the return on investment. This situation arises due to the organizational barrier linked to 
the impact of maintenance on scheduled production timelines.
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SME managers often prioritize the initial implementation of a solution while 
inadvertently overlooking sustainability considerations. This oversight extends beyond 
just the technological aspect and encompasses social, organizational, and financial 
dimensions.

Importantly, from a strategic standpoint, there is a broader interconnected chain 
to emphasize. Understanding the role of maintenance within the organizational 
framework affects not only the organization itself but also its workforce on a social level. 
Regrettably, there are isolated points of failure within the overall strategy, primarily of a 
technological nature, which, when coupled with the substantial costs associated with the 
solution, further exacerbates the challenge from a financial perspective.

Figure 3
Comprehensive perspective for the different tools and expected outcomes

Based on the sequence of implications between barriers it could be useful for 
managers to clearly educate decision makers about the different time windows where 
outcome shall be expected. To this end schemas such as the one presented in figure 3 
can help in understanding that different steps need to be accomplished before having the 
whole solution deployed and operating.

Simultaneously, providing detailed specifics about the ongoing activity, including 
transparently outlining its limitations and the value generated at each step, while also 
intensifying focus on the sustainability of the initiative, serves as a means to enhance the 
success rate of the endeavour.
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4. Conclusions

This paper aims to analyse the interlinked barriers found at SMEs for the 
progression of the I4.0 and I5.0 maintenance techniques. In particular, the interest 
was to analyse the limitations for the progress of prescriptive maintenance solutions. 
According to the definition presented in Introduction section “Prescriptive maintenance 
(PcM) leverages a combination of machine learning (ML) and artificial intelligence (AI) 
alongside the Industrial Internet of Things (IIoT) to provide precise recommendations 
for equipment maintenance. This integration encompasses technologies that scrutinize 
historical data, formulate assumptions, conduct tests, and iteratively analyse data. 
Through intricate algorithms, the software autonomously identifies and learns from dat 
a trends, efficiently recognizing and understanding data patterns”, the focus is to provide 
precise recommendations in an autonomous way.

The examination of the existing literature review reveals a relatively small number 
of contributions. Given that Prescriptive Maintenance (PcM) relies on a predictive 
approach as its initial phase, we have incorporated individual barriers identified by 
various authors as significant constraints for Predictive Maintenance (PdM). These 
insights have been augmented by opinions from multiple experts.

Our primary ongoing focus revolves around developing a formal Structural Equation 
Modeling (SEM) analysis to illuminate the consistency and relationships among these 
varied barriers. Initially, we utilized an approach to establish preliminary hypotheses, 
which will inform the design of the SEM methodology survey. These hypotheses were 
discussed in the “Analysis of Potential Barriers” section.

Another valuable insight emerging from our ongoing work pertains to the temporal 
dimension involved. Sustaining the initiative is often more challenging than its initial 
adoption, as per expert consensus. This challenge primarily arises due to the substantial 
transformations and systematic changes required in the operational, technical, social, and 
financial dimensions of SMEs. These transformations demand a significant amount of 
time for proper implementation.

To enhance managers’ understanding, we have developed and presented a graphical 
representation in Figure 3. This diagram delineates the various steps in the process, 
commencing with asset health monitoring. This initial phase involves addressing 
technological constraints associated with the Data barrier and may necessitate several 
months of meticulous data collection and curation. It is crucial to note that these 
processes are ongoing and not one-time events, demanding continuous adaptations to 
policies, infrastructure, and organizational facets.

Regarding the limitations of our research, it’s important to emphasize that our study 
is still in progress. The next steps entail collecting data from experts and constructing the 
SEM model. Once these steps are completed, we will have a more robust foundation for 
understanding the various links between barriers. Additiona lly, we plan to conduct specific 
case applications where a selected asset will be used to illustrate the unique significance of 
each barrier and its relationships within the context of that particular application.
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Abstract

The concept of sustainable maintenance is quite recent in the industrial context, entailing 
a change of mindset compared to traditional models that requires integrating the three main 
dimensions of sustainability (i.e., economic, environmental and social) in the whole life-cycle 
of an asset, as well as in the design phase of the maintenance strategies and tools. Digital 
technologies could boost the development of sustainable maintenance models. The concept of 
Maintenance 4.0 refers to the integration of digital technologies to enhance reliable predictive 
models and support the identification of effective maintenance actions in real time. This work 
aims to present a prototype tool for supporting sustainable maintenance based on digital twin 
technologies. A test case that adopt machine learning technologies for prediction analysis 
integrated with assessment of safety and environmental impacts is discussed. The test case 
has been developed, based on a dataset of events (failures and non-conformities) collected 
through on-board sensors on a specific set of equipment. Using an open source tool, three 
different ML algorithms have been selected and their effectiveness has been analysed and 
compared through a set of KPIs, in order to identify the most reliable for predictive mainte-
nance purposes.

1. Introduction

The concept of “sustainable maintenance” is quite new in the field of production 
systems, although some elements, which are shared with traditional maintenance policies, 
can be highlighted. The first issue to be considered is linked to the concept of life cycle 
of a process and/or a service: it is typical of the most innovative maintenance strategies, 
and essential to provide a reliable assessment of sustainability level of an activity. 
Traditionally, life cycle in maintenance activity refers mainly to the economic dimension: 
in sustainable maintenance models the target is also the development of models according 
to a long-term logic, which considers the entire life cycle of the process/product aiming 
to optimize all types of impacts. The second critical issue is that sustainable maintenance 
aims to provide maximization of effectiveness and efficiency in terms of both availability 
and reliability, as well as safety and environmental protection (Vatn and Aven, 2010). 
Thus, from one side, the contribution of an effective maintenance strategy is essential 
to better manage environmental, health and safety impacts of a production system or 
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a service; from another side, the specific activity could determine such impacts from 
an environmental and social point of view. This criticality of current organizational 
models is confirmed by accident and injury rates associated with maintenance activities 
(Carrillo-Castrillo et al., 2015). Thus, it is important that innovative maintenance 
models adopt new management and operative tools, in order to support more effective 
maintenance policies more in line with sustainable strategies, based on evaluating impacts 
on the environment, and including suitable measures for the prevention and reduction 
of accidents/injuries. The increasing attention towards the concept of sustainable 
maintenance could be also enforced by the adoption of digital and smart technologies. 
These tools allow real time data collection and processing aiming to carry out continuous 
and constant monitoring of the various impacts of the process, e.g. for redirecting 
maintenance activities in real time with a view to continuous improvement oriented 
towards productivity, energy saving, quality, but also safety and environmental protection 
(Kumar et al., 2018; Karuppiah et al., 2021). The objective of this work is to discuss a 
prototype tool for supporting sustainable maintenance based on digital twin technology, 
presenting a test case developed in the industrial sector.

2. Sustainable maintenance and digitalization: a quick state of state of the art

Sustainable maintenance is a quite new concept even if basic pillars of this strategy 
have been also evaluated —but not effectively systematized— in past and current 
maintenance models and strategies. Basically, sustainable maintenance models must 
integrate multiple dimensions, from more traditional ones —technical and economic— 
to environmental, social and safety dimensions (Kumar et al., 2018). From a strategic 
point of view, an effective contribution for the design of sustainable maintenance 
systems is proposed in (Jasiulewicz-Kaczmarek et al., 2020) through the introduction 
of an innovative concept: Sustainability Centered Maintenance (SCM). According to 
the authors of the study, the design of SCM models must be reoriented along three main 
lines: optimization of operating costs of production processes and maintenance activities; 
efficient control of environmental resources (air emissions, water consumption, waste) 
linked to industrial and maintenance processes; control of activities with a view to 
operator safety.

The study also proposes guidelines for the implementation of these processes based 
on:

1 The adoption of effective predictive maintenance strategies based on a life cycle 
approach to estimate of the residual life and aiming to optimize environmental as 
well as economic impacts.

2. Real-time data analysis to acquire reliable information and knowledge about 
actual conditions linked to the real situation in order to monitor impacts on 
sustainability (e.g. in terms of faults, energy consumption, unsafe conditions).

3. Definition of new metric systems, based to a more coordinated approach for 
monitoring the global effectiveness of maintenance processes.
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4. Development of technological systems to support effective management of 
remote assets aiming to provide support also in complex conditions (e.g. operator 
safety problems, complexity of the maintenance activity).

5. Support in identifying and communicating in real time the appropriate actions to 
carry out, aiming to support operators in the maintenance field with the “right” 
solutions.

These ideas are summarized in figure 1, adopting a life cycle —design, operational 
and control phases— point of view.

Figure 1
Features of Sustainability Centered Maintenance models trough the life cycle

Recently, Grijalvo Martín et al. (2021) focused on analyzing the need to redefine 
new business models to support the redesign of maintenance activities according to a 
sustainability perspective. Authors suggested the massive use of servitization models as a 
value-added strategy in order to support the development of more sustainable maintenance 
strategies also according to Sustainable Development Goals defined by the United Nations 
for the 2030 agenda. From a more operational point of view, one issue to be addressed 
is defining and evaluating the contribution of current digital technologies to support the 
diffusion of sustainable maintenance policies. New maintenance models —e.g. the so-called 
Maintenance 4.0 or e-Maintenance— are spreading: their main aim is to integrate a more 
reliable prediction of faults —based on historical data together with information acquired 
in real time both on the machines and on the working environment— with intelligent 
tools for supporting operators to identify more effective solutions in terms of maintenance 
interventions (Bokrantz et al., 2020). These systems are based on a wide use of digital 
technologies, both hardware —e.g. Internet of Things (IOT) sensors, RFID technology— 
and software (e.g. artificial intelligence tools). Both elements can effectively contribute 
to the diffusion of sustainable maintenance strategies (Karki e Porras, 2021). In brief, 
the “traditional” approaches of descriptive maintenance —only based on the analysis of 
historical data— and diagnostics —focusing on analyzing causes and failure modes— 
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are integrated with predictive and prognostic approaches that aim to not only anticipate 
the prediction of the failure, estimating the residual useful life and, thus, proposing more 
effective corrective actions and feedback in real time (Forcina et al., 2021).

Very few recent papers focused on evaluating the potentiality of integrating 
Maintenance 4.0 models and sustainable ones. A recent study (Karki & Porras, 2021) 
has proposed a state of the art about the adoption of digital technologies to support 
sustainable maintenance strategies: the results obtained in terms of impact are very 
interesting on the three classic dimensions of sustainability: economic (expressed in 
increased productivity), environmental and social (essentially focused on the prevention 
of accidents/injuries). By focusing on how to support sustainable maintenance models 
trough digitalization, Johansson (2019) analyzed current criticalities affecting the 
transition towards maintenance systems characterized by a high level of digitalization 
and, at the same time, pursuing targets linked to the global sustainability of the process.

3. The proposal

The prototype tool proposed —called KNOW4I— is a digital twin based model to 
support sustainable maintenance in manufacturing systems: it is included in a wider cyber 
physical system, which has been detailed in Longo et al. (2022).

The prototype tool has a specific module focusing on sustainable maintenance 
activities (see figure 2): the module is based on a tool for prognostic health management, 
which forecasts —based on real time data— both data for planning maintenance 
activities (fault occurrence as well as down time) and environmental impact (in terms of 
CO2 emissions) of the specific process.

Figure 2
Schema of the sustainable maintenance module in the KNOW4I prototype

 

More details are reported in figure 3: the prototype tool acquires information about 
the current condition of a specific equipment (e.g. automatic production lines) trough 
real time sensors: information regards both occurred faults or non-conformities as well 
as cycle time for producing an item, and energy required for the specific production 
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activities. Next, data are sent to the prognostic health management model in order to 
forecast reliability parameters to plan in a more effective way maintenance activities 
and cycle times and energy consumption to assess environmental impact. In addition, 
currently, through a manual matrix approach, each collected event is classified based on 
three parameters, which assess the impact on sustainability level: productivity, safety 
and environment. A 1-4 scale has been applied. Next, through a machine learning tool, 
critical data for the maintenance process are forecasted together with cycle times. Finally, 
feedback defined through the assessment and the machine learning tools are sent to two 
“destinations”. Some information about e.g. how to carry out a specific maintenance task 
according also to safety issue related to this activity, are shared in real time with operators 
trough a personal assistant module. In addition, information is sent to a dashboard where 
data about productivity and environmental performance of the production process to 
assess sustainability level of the whole process and of the single item produced. 

Figure 3
Information flows and tools in the KNOW4I sustainable maintenance module

4. A test case

A test case has been developed in order to evaluate the effectiveness of the prototype 
module. Data acquisition has been carried out on five similar assembly workstations produced 
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and tested (before delivery to the final customer) in a company, whose core business is 
studying, designing and producing machines and modules for assembly processes automation 
for different industrial applications. Acquired data concern events —failures as well as non-
conformities— occurred, in a specific time interval (one month). The total number of events 
observed is equal to 200: 6% of the sample have occurred in all five workstations, 79.5% of 
events was collected on a single station, 8.5% and 1.5% on 2 and 3 workstations respectively. 

After collection, data have been directly sent to the Prognostic Health Management 
(PHM) module aiming to compare the efficacy of different Machine Learning (ML) 
algorithms. The comparison has been developed in a sub-set of events, i.e. the ones 
occurred in all workstations aiming to represent a significant sample of faults in analysis. 
The sample considered is characterized by an average failure frequency value equal to 
176.86 sec, with an estimated standard deviation of 95.77 sec. Furthermore, the estimated 
downtime associated with the sample of events was analysed: an average value of 17.10 
seconds and a standard deviation of 15.08 seconds were estimated.

Furthermore, the same sample of failure/anomaly events was analysed with a view 
for monitoring the impacts on the three dimensions of sustainability: three parameters 
were therefore defined —productivity, environment and safety— and an evaluation 
scale  expressing the impact of the event on each of them: values for each parameter can 
be equal to 0 (no impact), 1 (potentially low impact), 2 (potentially medium impact), 3 
(potentially high impact).

Based on the proposed scale, the events were analyzed and classified in relation to 
the potential level of impact on the 3 dimensions of sustainability: the summary of the 
results is proposed in table 1

Table 1
Fault and non-conformities collected form selected equipment  

in the test case evaluated according to three dimension of sustainability

Event Category 
type 

Impact 
Description 

Productivity Environment Safety 

1 Clamp 
failure 2 0 2

The pallet is present but has not been 
clamped, because the two terminals do 
not reach the required clamping height.

2 Clamp 
sensor error 2 0 0

The terminals go down but the sensor 
always remains on; or the terminals do 
not go down, but always remain in the 
high position.

3
Pallet 

presence 
sensor error 

1 0 1 The pallet is present in the fixture but 
the sensor is not turned on.

4 Failure in 
pallet exit 2 0 2 Even though the pallet has been freed, 

it remains in place in the fixture.
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The purpose of the test case is to evaluate the capability of the proposed prediction 
tool —based on an open access software— to predict occurrence of faults by adopting 
different ML algorithms aiming to integrate this module with one focusing on safety and 
environmental impact evaluation. Thus, the focus at this step of the design process is to 
validate the prediction module. 

In order to effectively compare performance of different ML algorithms, the 
following steps have been developed:

1. Definition of the decision objective: since ML algorithms are used to make a 
prediction or classification, the process under analysis must be specifically 
identified. In the testing phase, the ML models were used exclusively to predict 
the trend of significant parameters with a view to sustainable maintenance. 
Another element of evaluation is the types of data available – e.g. they can be 
labeled or unlabeled: in the test, already labeled data was used.

2. Introduction of an error function: this step aims to evaluate the accuracy of the 
model’s prediction with respect to the collected data; it finally defines the best 
fitting algorithm. 

3. Model optimization: after evaluating the most effective ML algorithm, this step 
involves defining —usually with a scenario analysis— the parameter values (e.g. 
the weights) that allow improving the effectiveness of the ML model to reduce 
the discrepancy between the collected data and the model estimation until a 
predefined accuracy threshold is reached.

Starting from step 1, two main parameters to be estimated have been outlined, such 
as:

— Parameter P1: it represents the frequency (defined as error occurrence) 
characterizing a specific fault can occur on a specific station.

— Parameter P2: it represents the machine downtime.

Next, three types of ML algorithms have been selected: Support Vector Regression 
Model; Neural Network Regression Model; Random forest Regression Model.

The analysis has been carried out through an open source tool, i.e. HeuristicLab®. 
Finally, the error function was defined based on three well-known metrics; they have 
been adopted for comparing the efficacy of the past three proposed models.

The proposed metrics are:

— Mean Square Errors (MSE): it represents the average square error between the 
observed data values   and the data values   estimated by ML models. If the specific 
ML model is working as the best, this value is the lowest one.

— Mean Absolute Errors (MAE): it represents the distance (in absolute value) 
between the predicted estimated value and the actual one; also in this case, the 
most effective ML model is characterized by the lowest value.
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— Pearson coefficient (R2): it represents the coefficient of determination, i.e. 
the link between the variability of the data and the correctness of the adopted 
prediction model.

In the test case, only results obtained for a specific data set (included in table 1) have 
been analyzed, i.e. error 2 on station 2. In detail, a part of the total collected data (66%) 
was used to develop the training of the specific ML model; the complementary set (34%) 
has been used to test for prediction. The forecast was developed over a 24-month time 
horizon. Thus, the proposed metrics have been estimated for the three algorithms both in 
the training phase and in the testing phase: results are reported in table 2.

Table 2
Estimated values for metrics adopted to compare ML algorithms

Adoptd 
ML model 

Evaluated Metrics 

MAE  
(test)

MAE 
(training)

MSE 
(test)

MSE 
(training)

Pearson’s R² 
(test)

Pearson’s R² 
(training)

Support Vector 
Regression 15.465 13.953 324.277 259.479 0.921 0.915

Neural Network 
Regression  3.127  2.171  17.797  11.444 0.991 0.974

Random Forest 
Regression  7.10  5.790  63.529  55.307 0.898 0.931

Results outline that the Neural Network Regression model provides the best 
performance for the specific collected data sets.

5. Conclusions

The study presents a prototype tool based on a digital twin logic to support 
sustainable maintenance in semi-automatic production processes. Sustainable 
maintenance models aim to structurally integrate in current maintenance strategies 
assessment regarding environmental and safety impacts of these activities. The proposed 
system is not fully developed: thus, a test case focusing on the prognostic module that 
aims to forecast maintenance data based on information acquired in a real time mode is 
discussed in detail. Other parts of the module are being completed; further developments 
will be oriented to test these elements. 
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Abstract

The ongoing surge in the digitization of industry and the increasingly stringent sustainabil-
ity requirements are reshaping the discipline of maintenance and its management. To meet the 
demands of these digital and sustainable trends, it is crucial to have a workforce equipped with 
the necessary skills. Achieving compliance requires anticipating changes in the skill set required 
for maintenance management. With this context conditions, Sidenor, with the support of the 
University of Deusto, analyses the most suitable skills for effectively implementing maintenance 
strategies, to afterwards develop customized didactic materials based on, among others, digital 
twin approaches.

1. Introduction

The rapid and exponential increase of differentiation, along with a continuously 
growing demand for digitization and virtualization, is causing a significant transformation 
in Asset Management. On a global scale, the industrial and service sectors have 
experienced significant changes in recent years, and this trend is expected to continue. 
Companies must have a well-designed strategy to effectively tackle upcoming 
technologies and their simulation methods, such as digital twins or augmented reality. A 
digital twin is a virtual representation of a physical object or system.

Developing a workforce with a diverse range of skills should be the focus to 
successfully execute the strategy and achieve the digital and virtual transformation.

More specific, the industrial sector has undergone significant transformation in 
recent years due to the increased use of virtualization, digital twins, and augmented 
reality (AR). Virtualization has become a fundamental technology that allows businesses 
to simplify operations, improve scalability, and optimize resource usage by abstracting 
physical infrastructure. Simultaneously, digital twins have transformed industrial processes 
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by creating virtual reproductions of actual assets in real-time, analysing new layouts 
or increasing productivity of existing ones. This enables predictive maintenance, 
optimization driven by simulation, and exceptional levels of efficiency. Augmented 
reality has moved beyond the world of entertainment and is now an emerging tool in 
multiple industries. It provides workers with immersive experiences that are filled with 
data, enhancing their talents and decision-making. These technologies are bringing 
about a new era of innovation, efficiency, and competitiveness [1]. Digital counterparts 
are seamlessly integrating with physical activities, resulting in unparalleled levels of 
production and value generation.

These two facts, technological advancements and increasing demands for 
environmental responsibility, are evolving the field of maintenance management to a 
new level. Thus, the industry necessitates a deep re-evaluation of the abilities necessary 
for adapting to this new scenario. To meet the requirements of a fast-evolving world, 
industries must prioritize the development of a skilled workforce that is proficient in 
the complexities of digitization and sustainability. To address this matter, it is necessary 
to take a proactive strategy to foresee changes in the skill sets that are necessary for 
effective maintenance management. This essay explores the core of this ever-changing 
environment, utilizing knowledge from specific sectors and interdisciplinary research 
efforts, and relevant literature.

In summary, anticipating changes and updating the skills of the current staff 
are essential for successfully achieving a transition. Previously, this transformation 
has occurred by transferring low-value work to roles with lower qualifications in the 
qualification chain. These duties constitute a substantial amount of the time that a mid-
level Asset Management technician dedicates [2] (see figure 1).

Figure 1
Workload and difficulty level of tasks performed by Asset Management technicians

Source: https://eqvegan.eu/eqvegan-online-workshop-on-digital-skills-and-competencies-in-the-food-sector/ , 
visited Apr 30th, 2024, and adapted from Goti, 2024.
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Put simply, it is not appropriate for highly skilled experts to engage in basic 
duties. Instead, these responsibilities should be delegated to operators with lesser 
levels of expertise. Only through this method will they have the opportunity to update 
and enhance their level of competence. According to Nakajima’s Total Productive 
Maintenance [3], the transfer of lower-level duties like as cleaning, inspection, greasing, 
and basic adjustments has been a longstanding practice. To address the aforementioned 
requirements of digitalization and virtualization, it is necessary to make a visit for the 
purpose of transfer.

The major objective of this essay is to address a significant need in the field of 
maintenance management by recognizing new talents (specific skills required for these roles) 
that are emerging as a result of industrial evolution and sustainability requirements. As well, 
the aim is to select and develop the most appropriate materials to cover this skills gap using a 
train the trainers approach. To achieve this, the findings from prior research has been utilized.

Therefore, the article is structured in the following manner: In Section 2, the 
manuscript provides an overview of the research works and databases that were analyzed. 
Subsequently, Section 3 outlines the procedure and approach used to determine the most 
pertinent profiles. Section 4 proceeds by delineating the utmost crucial future capabilities 
that need to be cultivated for the selected profiles mentioned in Section 3, along with 
some samples of the pedagogic material developed within the framework of this research 
project, shown in Section 5. Section 6 serves to outline the primary closing remarks and 
future guidelines of this research.

2. Related research

2.1. Projects

The conducted research was supported by the ESSA project [4], which was 
established to build a comprehensive plan for a sustainable European Steel Skills 
Agenda led by the steel industry and coordinated efforts. In addition, we utilized data 
from the SPIRE-SAIS [5] -Skills Alliance for Industrial Symbiosis, a multi-sectoral 
EU project focused on energy efficiency (EE) and industrial symbiosis (IS), aimed at 
creating a sustainable process industry. Furthermore, we incorporated data from the 
EQVEGAN project [6], which pertains to the vegan food business. More lately, we 
employed another European Union initiative called SMeART —Making Europe’s Small 
and Medium Enterprises (SMEs) smart— that aids in the digitalization of engineering 
SMEs [7]. In this moment, we are currently running a project called SUSTASKILLS [8], 
titled “Development of a roadmap for the implementation of skills related to industrial 
symbiosis and energy efficiency in order to achieve a sustainable process industry” that 
reinforces all experience and knowledge gained from previous project and continues to 
enhance the framework needed for industry to accomplish this change.

For these studies, we mostly relied on the ESCO [9] database (amongst other related 
databases), which was generated by the ESCO organization. ESCO stands for European 
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Multilingual Classification of Skills, Competences, Qualifications, and Occupations, and 
it was designed by the European Commission. This database is derived from the basic 
framework “International Standard Classification of Occupations” (ISCO-08) established 
by the International Labour Organization (ILO).

3. Profile selection and future skill definition process

As previously stated in Section 2.1, we relied on the ESCO database as our main 
source of data for choosing job profiles and their corresponding skill requirements [10]. 
To find job profiles directly associated with asset management, we initially established a 
list of keywords. Subsequently, we applied our historical expertise to filter and select the 
most pertinent and closely connected options. The roles that were chosen are as follows:

— (1) 3115.1.6 - industrial maintenance supervisor,
— (2) 2152.1.13 - predictive maintenance expert,
— (3) 2141.8 - maintenance and repair engineer, and
— (4) 1219.1.1 - facilities manager.

Furthermore, we have chosen three additional job profiles that are closely related to 
asset management. These profiles were picked based on our analysis of the projects and 
articles discussed in Chapter 2. The user’s text has three occupation codes:

— (5) 2151.1 for electrical engineer,
— (6) 2144.1 for mechanical engineer, and
— (7) 1431.1.2 for performance production manager.

4.  Definition of the skills and competences to be developed by the future profiles

After carefully choosing the most pertinent and illustrative job profiles associated 
with asset management, our subsequent task involved determining their shared 
requirements for future abilities. To achieve this objective, we thoroughly examined all 
the frameworks that were introduced in Chapter 2. The future skill requirements for asset 
management profiles have been established.

The abilities that have the largest gaps between the current and future levels of 
expertise are defined.

Active listening and adaptability are important skills that involve being receptive 
and responsive to others, as well as being able to adjust and thrive in changing 
circumstances.

Also following skills are considered important and we have been detected gaps that 
should be closed: Proficient in communication, Proficient in data analysis and modelling, 
Proficient in IT abilities and programming, Advanced literacy, Artificial Intelligence 

© University of Deusto - ISBN 978-84-1325-228-5



 Identifying the Future Skills Requirements of the Digital Maintenance era  121

(AI), Augmented Reality, Automation, Basic numeracy and communication and Circular 
economy. Elaborate cognitive processing and analysis, Computerized Maintenance 
Management and Continuous Learning. Creativity, critical thinking, and decision making.

Expertise in cross-functional process management, Cultural empathy, Cybersecurity 
Data management refers to the process of organizing and controlling data in a secure 
manner to ensure its safe storage.

Enhancing the effectiveness of energy utilization, Ecological consciousness, Ethical 
comprehension, Information and Communication Technology,

Integrative thinking and behaviour, Internet of Things, Mixed Reality, Evaluation 
of potential opportunities, Subjective encounter, Predictive and proactive maintenance 
strategies and Problem solving (process of finding solutions to complex issues or 
challenges).

Process analysis and product life cycle impact evaluation. Proficiency in quantitative 
and statistical abilities, Resource reuse/recycling Risk management Robotics and sensor 
technologies.

Resource management that is focused on long-term sustainability.

Educating and instructing people, Collaborative teamwork, Utilization of modern 
communication technologies, Minimization of waste and effective waste management 
and Operate independently.

5. Samples of the pedagogic material developed to train the trainers

The university-industry collaboration established in this SUSTASKILL [8] project 
demands to generate material to train a bunch of technicians in very different areas 
of Sidenor. Part of the material generated can be concept based, but it is necessary to 
understand that a technician or operator should be able to make mistakes when producing 
or repairing, to notice the consequences of the failures they make. Thus, it is necessary as 
well to tackle virtual training. In this case, and as it can be seen in figure 2 and 3 several 
parts of the factory of Basauri have been modelled to develop training oriented to safety 
and manufacturing operations:
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Figure 2
Sample Virtual Reality (VR) model of a loading dock of Sidenor Basauri

Figure 3
Sample Virtual Reality (VR) model of the transportation circuits of Sidenor Basauri
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It is worth noting that the 3D models developed until now have been obtained using 
the 4Prot gamification for learning software.

6. Conclusions

The implementation of smart technologies and new environment and sustainability 
related policies is causing considerable changes in various sectors. Consequently, 
industries require a workforce with diverse skills that can effectively tackle the 
difficulties arising from digital and environmental changes, while also leveraging them 
to improve asset management. The “reshaping” of skills is crucial due to a significant 
disparity between future skill requirements and existing levels of expertise. To establish 
a trained workforce, it is important to anticipate skill changes in the manufacturing 
industry and provide the necessary upskilling and reskilling opportunities to the current 
workforce. Thus, this publication was designed to ascertain the skill requirements for the 
most prominent job profiles related to asset management, and to show that it is possible to 
provide training even at situations when failures can occur, thanks to the use of VR. We 
are confident that our work can make a valuable contribution to future efforts aimed at 
developing more targeted training for asset management.
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Abstract

This work focuses on the concept of servitization, emphasizing the transformation of tradi-
tional business models to incorporate service-oriented solutions. It addresses the challenges en-
trepreneurs face when implementing new service offerings, particularly the common customer 
perceptions that services should be free or not worth the effort. This servitized RAMS oriented 
presentation outlines a structured approach for entrepreneurs to identify and articulate cus-
tomer problems, propose effective solutions, and link their service offerings to these needs. By 
understanding the customer’s perspective and effectively communicating the value of services, 
businesses can enhance customer satisfaction and drive revenue growth. The key take-away is 
the importance of thorough preparation and customer engagement in successfully transition-
ing to a service-based model.

1. Introduction

Industrial suppliers have increasingly sought to develop business models that 
capitalize on service-based activities rather than relying solely on machinery and 
hardware sales.

Although it’s widely assumed that service-oriented models yield higher revenue, 
greater profitability, and foster stronger relationships with end users, many industrial 
equipment manufacturers continue to struggle with selling and implementing services 
at customers’ premises. The authors suggest that this challenge may stem from specific 
misconceptions about how to develop a service business model.

One common misstep is a limited understanding of how to fuel the sales funnel 
effectively. Rather than filling the funnel through targeted market research and 
prospecting, many organizations focus primarily on the development of new value 
propositions based on their own (supply-side) assumptions. This approach often leads to 
significant development costs before genuine interest from target markets is assessed, and 
—possibly— confirmed.
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Secondly, many industrial suppliers become fixated on the possibilities created 
by Industry 4.0, connectivity, and Artificial Intelligence, which drives an exhaustive 
search for data. Yet, the benefits of acquiring such data can be uncertain. As a result, 
discussions between end users and equipment manufacturers frequently revolve around 
data ownership, when instead, equipment providers should concentrate on strategies for 
monetizing the data that can be made available.

To enhance the competitiveness of both customer plants and equipment 
manufacturers, the authors propose that the latter prioritize service packages that 
deliver measurable performance improvements for equipment in use, irrespective of 
data ownership or usage. They also recommend sticking to a straightforward sales 
funnel process to identify and address support needs within customer plants, creating 
opportunities to capitalize on industrial service sales.
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Abstract

One of the major aims of food safety is to prevent pathogens (mostly bacteria, e.g. Salmo-
nella enterica sp.) to transmit to final products during the food fabrication process. Detection 
of contamination is thus of crucial importance at every stage of the process. The sanitation 
(maintenance) is both preventive and performed at a given frequency or corrective when a 
contamination is detected. Optimization of sanitation faces two main issues: (i) the apparent 
random occurrence of contamination due to multiple sources and inherent to complexity 
biological processes; (ii) the delay between sampling and results of microbiological analysis 
(1 to 2 days), which implies to remove or to recall a part of the production once a contamina-
tion is detected. This can lead to major financial loss. Therefore, prediction of contamination is 
fundamental to optimize prevention and to reduce the costs of a contamination and is a main 
driver of the factory management. To this aim, we have firstly analysed the daily data of salmo-
nella contamination from 5 factories in the world over 8 years. For each factory, the sampling 
points covered all the different functional zones from raw materials storage to palletization 
of final product. After data cleaning and processing of descriptive statistics, we modelled 
contamination using survival analysis and transposing basic reliability concepts in calculating 
the Mean Time between Contaminations (MTBC). A Weibull distribution (2 parameters) was 
retained among several models as the best fit to data. The reliability diagram was obtained and 
we characterized the functioning durations without contamination at the scales of functional 
zones and factories. These results were used to: (i) compare the different zones inside factories 
and to compare factories to each other; (ii) optimize the frequencies of maintenance. Such 
indicators can be used to assess the maintenance efficiency over time. Finally, we built for one 
factory an artificial neural network (multilayer perceptron) to predict the occurrence of a con-
tamination in the final product knowing the contaminations in the different zones occurring 
the previous week or the previous day and we implemented it into a dedicated visualization 
software displaying the factory plan, the contamination points and the final predictions. This 
software can be connected to the real-time measures of contamination. It constates a first step 
to the digital twin of the factory dedicated to risk management. management.

1. Introduction

In the context of climate change, enhancing productivity while ensuring the safety 
and sustainability of food supply chains has become increasingly complex. In the 
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European food and beverage industry, there were 4,837 recall events reported in 2023, 
marking a 7% increase from the previous year. Bacterial contamination is the second 
leading cause of these recalls (Sedgwick, 2024). Financially, the average cost of each 
recall is estimated at $10 million, as reported by a Deloitte study for the Food Marketing 
Institute and the Grocery Manufacturers Association (GMA, Deloitte, 2010). This figure 
only accounts for direct recall costs and excludes indirect losses, such as those related 
to reputational damage. Additionally, many contaminated products are destroyed at the 
factory stage, representing not only a significant financial loss for companies but also a 
serious concern for resource sustainability. Among various biological risks, Salmonella 
and Escherichia coli are predominant (Uyttendaele et al., 2015). The US Centers for 
Disease Control and Prevention (CDC) estimates that 95% of Salmonella infections in the 
population are food-related (Fatica and Schneider, 2011). These bacteria contributed to 
5,700 to 10,200 cases of foodborne illness in the US and France in the last decade of the 
20th century (Fung et al., 2018).

Modern food supply chains are globally extensive, meaning that contamination 
of end products can have multifaceted causes, such as pre-contaminated raw materials, 
contaminated water used in processing, or external contamination of machinery by agents or 
resident bacteria at the facility. To address these issues, the US Department of Agriculture, 
Food Safety and Inspection Service introduced the Pathogen Reduction Hazard Analysis 
and Critical Control Point (PR-HACCP) Rule (US Department of Agriculture, Food Safety 
and Inspection Service, 1996 in Williams et al., 2020). In the meat and poultry sectors, 
a noticeable reduction in contaminations has been observed since the implementation 
of this rule. However, anomalies persist and causal explanations remain elusive, largely 
due to the intricate nature of contamination processes (Williams et al., 2020). Predictive 
modeling and quantitative risk assessment serve as crucial strategies for managing pathogen 
contamination (Vikram et al., 2024). Various mathematical models have been developed 
to describe and predict the survival of Salmonella under different heat conditions, the 
probabilities of contamination during transport, throughout the supply chain, and the 
likelihood of illness from consuming contaminated food based on Salmonella concentration 
(Rajan et al., 2016). These models range from kinetic and probabilistic to empirical and 
mechanistic (Stavropoulou & Bezirtzoglou, 2019; Vikram et al., 2024).

This study, initiated in 2021 using historical data, aimed to develop and test 
complementary modelling approaches for contamination at the plant level. Through 
this approach, we have provided insights for optimizing data collection and cleaning 
processes and have begun integrating the food safety dimension into the digital twin of 
the supply and production chain.

2. Data description

The study is based on data collected from five factories distributed worldwide. Of 
these, four recorded daily data from 2016 to 2019, while the fifth gathered data from 
2013 to 2020. A lot of measurement points were sampled across the factory and on 
very different supports: raw materials, ground, stairs, ramps, production lines elements, 
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critical points of the fabrication chain, final products, packagings... Originally, these data 
were not collected for modelling purposes but for real-time microbiological monitoring. 
Consequently, variations can be observed in the number of measurement points and their 
frequency over different periods. Additionally, since the factories operate independently, 
measurement protocols are not standardized. Therefore, an initial effort to standardize 
the data was undertaken. After a data cleansing process and the removal of incomplete 
measurement points (more than 5% of missing data), between 31 to 138 measurement 
points are available. These points are grouped into zones: overall (Global), raw materials, 
materials in the process of cooking, cooked materials, and final product. Descriptive 
statistics and trend analysis (positive autocorrelations) have been conducted on an annual, 
monthly, and weekly basis. No temporal trends nor cycles were detected at the scales of 
the year to the scale of the study period, but peaks of contamination can suddenly appear.

For confidentiality reasons, the locations of the factories, the different intra-factory 
zones, and measurement points are anonymized. Similarly, the scales of contamination 
rates could not be disclosed.

3. Characterization of contamination rates

3.1. Modelling approach based on reliability assessment

By applying reliability engineering methods (Signoret, Leroy, 2021) and survival 
statistics, the main characteristics of contaminations can be identified. The first step 
involves creating a dataset for each zone, which records the number of days since the 
last contamination at each measurement point. The day counter is reset whenever a 
contamination occurs. To characterize the actual contamination regime of each zone 
inside each factory, it was decided not to reset the day count following (i) scheduled 
preventive sanitations, for which frequency and methods may vary from one factory to 
another; (ii) daily cleanings of the facilities. Indeed, in some zones, preventive sanitations 
are not sufficient to eliminate resident colonies, and contamination can reappear shortly 
after, necessitating further intervention. Thus, the contamination characteristics derived 
from our calculations reflect the actual contamination regime and the effectiveness of the 
existing preventive measures.

The uncertainties related to missing data (less than 5%) are evaluated through Monte 
Carlo simulation: missing values are replaced with positive or negative values, using the 
calculated contamination frequency distribution of the corresponding zone. This process 
is repeated 1,000 times for each zone, and all subsequent calculations are performed at 
each iteration to derive average or median parameters and confidence intervals. For each 
set of values:

— Weibull, Log-normal, Normal, and Exponential distributions are fitted, and the 
quality of their fit assessed graphically (Probability plots). The two-parameter 
Weibull distribution (noted 2P) has consistently proven to be the most suitable 
due to its greater flexibility (figure 1).
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Figure 1
Example of adjustment of a 2P-Weibull distribution on contamination measures  

in the different zones of a factory

— The main characteristics of contamination are calculated: mean time between 
contamination (MTBC) and quartiles of operating durations before contamination.

— curves of instantaneous contamination rate over time and reliability probability 
(non-contamination) as a function of operating duration are produced.

This data processing process was applied at the scales of the year and of the study 
period for each factory.

3.2. Results

As illustrated in figure 2, the reliability function is directly established from the fit 
of the 2P-Weibull distribution for each zone within a factory and for each factory as a 
whole. This function allows for characterizing the contamination regime of each zone 
and enables comparisons both within a factory and between different factories. A simple 
indicator, denoted as t0.5 and defined as Pr(T > t0.5) = 0.5, facilitates these comparison: 
it represents the minimal time the system can operates without contamination with a 
probability of 0.5 (in other words, the system has one chance on two to operate without 
contamination during more than t0.5 and one chance on two to operate during less than 
t0.5). Another indicator facilitating comparisons that can be directly calculated using the 
reliability function has been named MTBC (Mean Time Between Contaminations), in 
reference to MTBF in reliability (Mean Time Between Failures): it represents the average 
time between two contaminations in a zone or a factory. These indicators also aid in 
identifying severe malfunctions to search for the sources of contamination, in adjusting 
the frequencies of preventive sanitations and measurement frequencies to optimize effort 
and resource allocation across factories and zones within the factories.
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Figure 2
Example of adjustment of a 2P-Weibull distribution on contamination measures in the different 

zones of a factory. The blue curve represents the average function calculated over the Monte Carlo 
repetitions, and the red and green ones represent the IC95. The average time t0.5 associated to a 
probability of functioning without contamination equal to 0.5 is represented by the vertical line

These indicators can be used to assess temporal evolution of the contamination rates 
as illustrated in figure 3. In that, these indicators are good KPI to, manage food safety. It 
requires to adjust the model to the annual scale.

Figure 3
Example of temporal evolution of MTBC
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4. Predictive modelling of final product contamination

The causal relationships between the contamination of an element or area of the 
factory and that of the finished product (or another area) are not necessarily unidirectional, 
and the evidence of a statistical relationship between different measurements does not 
necessarily mean that there is a causal relationship of contamination. This leads to the 
following working hypotheses: (i) Contamination of one element (denoted 1) may be 
associated with contamination of another element (1), because it is the direct cause or 
consequence of the contamination or because they are both related to the same other 
element or event. The statistical relationship “contamination x positively correlated to 
contamination y” (1 = >1) may therefore valid in reality, although it does not systematically 
imply a functional or a causal relationship; (ii) the absence of contamination of one element 
(denoted 0) cannot be the cause of contamination of another element (1). The absence of 
the bacteria in one place cannot be the cause of its presence in another place. In fact, the 
statistical relationship “contamination x negatively correlated to contamination y” (0 = >1 
or 1 = >0) does not make sense in reality. It is quite possible to find 0/1 or 1/0 associations 
in the dataset, which, recurring, produce a statistical relationship of negative correlation 
that does not make functional sense in terms of causality, and such a rule cannot be used in 
a predictive model. The interpretation and use of the results of the statistical work of this 
study, for modelling and prediction purposes, is based on these assumptions.

Figure 4
Rank correlation (Spearman) matrix between points of measurement in a factory.  

Only blue points make sense in terms of causal relationships
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As an illustration, figure 4 Shows the Spearman correlation between points of 
measure in a factory. Some, negative correlations appears to be moderately strong but it 
doesn’t makes sense in terms of causality as explained before. At the opposite, positive 
correlations can be interpreted in terms of causality, especially when it corresponds 
to spatial patches as in figure 5. Such correlations were used to optimize the effort of 
measures.

4.1. Model development

The objective of predictive modelling is to predict the contamination of the final 
product from contamination measurements at different points in the plant. In order to 
make it an operational and usable model, it is necessary to take into account the time 
taken to acquire the results of the measurements (2 days): predicting the contamination of 
the final product one day from the measurements made on the same day would therefore 
be of no interest, it is necessary to introduce a time lag between the date of measurement 
of the predictor and the date concerning the prediction of the contamination of the final 
product. In this case, monthly predictions with a monthly lag, weekly predictions with 
a one-week lag and daily predictions with a lag of 2 to 6 days were tested. The weekly 
prediction with a one-week lag was chosen for its best performance.

As a first step, two models were tested on data from one factory to predict the 
presence or absence of contamination of the final product: a logistic regression model and 
a simple multilayers perceptron were adjusted. Neural network was designed with one 
hidden layer and a softmax output layer. Due to a high number of measurement points 
that can be correlated, input variables were selected previously to model fitting to keep it 
parsimonious.

Models were adjusted at the monthly, weekly and daily scales, but only the daily 
scale is presented because it represents the most interesting scale of prediction for 
operations. Additionally, instead of predicting the occurrence of contamination, daily 
rates of contamination (number of positive/number of samples) were modelled but the 
results were not sufficiently accurate.

4.1.1. inPut variaBLEs sELEction

As explained in the previous paragraph, a negative correlation between measurements 
at two points cannot have functional significance in reality. Moreover, due to a high 
number of measurement points that can be correlated, input variables were selected 
previously to model fitting.

The first selection method is the “Apriori” method (Agrawal et al., 1994). It is 
used for learning association rules in large data ensembles. Here, it was conducted 
to determine if there were co-occurrences of positive measurements of variables 
associated with contamination of the final product. This algorithm leads to rules of the 
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type {var1 = 1, var2 = 1} => {PF.fg = 1}. To qualify the validity of the rule, several 
indicators are associated with it: (i) the support, which corresponds to the frequency of 
occurrence of the association of all variables in the rule across all rows of the dataset; 
(ii) the confidence, which is the ratio of the support to the number of occurrences of the 
association of the “antecedent” elements of the rule. This confidence can be assimilated 
to a probability of obtaining the result when the antecedents are combined; (iii) the lift, 
which indicates the improvement provided by a rule compared to a random response. If it 
is equal to 1, there is no relationship between the antecedents and the outcome of the rule, 
and the higher it is, the stronger the dependence between the two. The calculations were 
processed using R packages “arules” and “arulesviz”. The calculated association rules 
were filtered to only keep the rules leading to a contamination of the final product with a 
confidence greater than 0.8, leading to the 10 rules represented in figure 5.

Figure 5
Association rules leading to a positive measure for the final product.  

All the rules have a confidence level greater than 0.8

The set of variables retained as input variables through the application of the Apriori 
method was consolidated and complemented by applying the PLS-DA method (Partial 
Least Squares Discriminant Analysis, Barker et al., 2003) on the same dataset (R package 
“Caret”). This method is traditionally used for classification and regression.

Its implementation in R facilitates variable selection as well as regularization. 
Ultimately, 7 input variables were selected.
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4.1.2. training and vaLidation

Once the input variables were selected, model training was conducted using 
10-Folds cross-validation. For the neural network, a factorial design was used to adjust 
the hyperparameters, including the number of neurons in the hidden layer. Given the low 
contamination rates of the final product, stratification of the 10-Folds was implemented to 
ensure that each fold presented a representative contamination rate. The AUC associated 
with the ROC curve was calculated to rank the results from different hyperparameter 
configurations. Finally, for the neural network, the top 10 models from factorial fine-
tuning were selected to form an ensemble model (the final score corresponds to the 
average of the scores from the top 10 models). The Youden’s index was chosen as the 
decision threshold for contamination.

4.2. Results

While the neural network model significantly outperforms logistic regression on 
monthly and weekly scales, it shows similar validation performance to logistic regression 
at daily scale: both models achieved an AUC of 0.88 and 0.87 respectively, with a 
specificity of 0.85 and a sensitivity of 0.83, indicative of strong performance. These 
similar performances are not surprising given the substantial effort in selecting input 
variables, which were reduced to a small number. The selection through association 
rules for positives, confined to very high confidence levels, enabled the identification of 
robust relationships between certain measurement points and the final product. Beyond 
the predictive aspect, this allows for a deeper investigation into the causes of these 
contaminations in the final product.

4.3. Software

Ultimately, this initial predictive approach to contamination at the plant level led 
to the implementation of a straightforward software tool (figure 6) that enables the 
following after uploading a factory layout and measurement points:

— Visualization of contamination values (0/1) derived from measurements.
— Visualization of the predicted contamination status of the final product (0/1) by 

the two models.
— Visualization of the historical data and statistical summary of contaminations for 

a selected point directly on the screen.
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Figure 6
Screenshots of the software graphical user interface

5. Conclusion

This study, based on a multifaceted modeling approach to contamination at the 
factory level, should be considered as the foundational element of a digital twin that 
incorporates food safety aspects, which are crucial in the agri-food sector. The direct 
applications and insights derived from this are manifold.

Regarding the data, daily measurements extended across all factory zones are 
a valuable resource for modeling. However, constraints in modeling have led to 
information loss during data cleaning. Although factories worldwide are designed on 
the same model, the contamination measurements obtained show variability in both the 
number of measurement points and the frequency of these measurements. Standardizing 
measurements specifically for modeling would enable the generalization of the predictive 
approach to all factories, including those not included in the initial study. Moreover, 
enriching the datasets with information related to the supply chain of raw materials, 
environmental conditions at measurement points (temperature, humidity…), and the 
factories environments (weather...) would enhance understanding of contamination 
determinants and improve the predictive capabilities of the models.

Regarding the modeling itself, the initial layer of statistical processing (spatial and 
temporal correlations) directly optimized measurement efforts by eliminating highly 
correlated measurement points within the same spatial patch.

On the one hand, probabilistic modeling, rather than simple measurement tracking, 
has the advantage of generalizing measurements through statistical distributions from 
which certain characteristics of contamination can be calculated. The modeling step 
involving survival analysis and the development of reliability models has facilitated the 
creation of indicators based on the probabilities of operating time before contamination 
(or between contaminations) by zones in factories and at the global level of each 
factory. These indicators are generalizable and transferable to all factories with multiple 
applications: characterization of contaminations by zones, identification of zones and 
periods of increased vigilance, optimization of preventive sanitation, intra- and inter-
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factory comparisons, temporal evolutions and detection of changes in the contamination. 
They can be easily updated based on new data. Finally, they could be defined at a finer 
scale than factory zones, at critical points of the production chain, for example. Their 
integration into a digital twin is promising as it would enable the production of reliability 
simulations.

On the other hand, the predictive modeling, based on a relatively simple approach 
in this study, demonstrated excellent performance after a significant reduction of input 
variables through a selection process based on simple assumptions about causality 
relationships of microbiological contamination. To date, it has only been applied to a 
single factory but could be generalized. However, the models constructed here focus only 
on predicting the final product and do not address contaminations in different factory 
zones, the representation of underlying contamination mechanisms, or the biological 
processes involved in contaminations.

Future modeling developments should consider:

— Modeling the flows of materials, personnel, or other physical or biological 
vectors within factories. Indeed, part of the contaminations arises from the 
movement of contaminated supports, whether on the production line or in its 
environments. A multi-agent system (MAS) approach would integrate these 
flows as well as contamination and decontamination events and all intervention 
events that could create contamination channels (for example, a maintenance 
operation on the production line). This type of model also has the capacity to 
integrate multiple scales, from fine-scale bacterial colony growth to the flows 
of personnel and material on a global scale. An agent-based approach, already 
implemented by Zoellner et al. (2019), would primarily aim to test contamination 
scenarios to improve practices and identify the most influential determinants in 
contaminations. This approach could integrate measurements, reliability models, 
scientific knowledge from the literature, expertise, and empirical knowledge from 
various industrial domains associated with;

— Building predictive models using Graph Neural Networks (GNN) (Kipt and 
Welling, 2017; Wu et al., 2019) possibly combined with a recurrent neural 
network (RNN) as Long Short Term Memory (LSTM) model (Yu et al., 2019, 
Wu et al., 2020). A GNN architecture embeds the network structure of the system, 
with nodes and edges linking them, associated with feature vectors. The GNN 
is based on a function of message passing that updates a node’s features using 
information from its neighbors. They capture global and local dependencies within 
the system and handle any type of graph. In the present case, a factory can be 
represented as a graph linking different measurement points considering physical 
links and flows, and can thus be modeled by a GNN. RNN models are neural 
networks geared towards time series prediction, considering the entire history 
of measurements. Roughly, LSTM is a particular RNN which weights measures 
according to its distance in the past. This aspect is fundamental for contamination 
prediction as it must perform it based on measurements acquired before the 
contamination date. Since the determinants of contamination are both spatial and 
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temporal, a dynamic GNN is particularly well-suited to the issue of contamination 
within factories. This approach would have a purely predictive objective and could 
be limited by the quantity and quality of the data on which it entirely relies.

Regardless of the modeling choices, it will be essential to keep the models up-to-date 
to account for structural changes that alter the characteristics of contaminations: changes in 
practices in terms of preventive or corrective maintenance, as well as structural modifications 
of production lines, equipment changes, supplier changes, or even climate changes may render 
models based on previous data inadequate. The challenge will thus be to optimally capture the 
structural aspects of contaminations and distinguish them from situational aspects. For this, the 
Global Risk Analysis (GRA, Desroches et al., 2016) is particularly well-suited.

Finally, a digital twin integrating food safety, making models useful at an 
operational level, would have several objectives: (i) real-time spatialized visualization of 
contaminations through the direct integration of the results of microbiological analyses; 
(ii) real-time optimization of preventive and corrective sanitation operations based on 
contamination models. In this context, integrating reliability models of production line 
and its maintenance would optimize production downtime; (iii) detection of deviations 
from requirements and predictions indicating potentially abnormal operation; (iv) 
simulation of contamination scenarios.
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Abstract

A strategy for the development of accurate yet dynamic and time-evolving engineering 
models is presented in this work. These models are deemed the backbone of the Digital Twins 
(DTs), representing the core intelligence that empowers them to fulfil their objectives across 
different domains and industries. Models form the dynamic heart that allows diagnostics and 
damage assessment, predictive maintenance, and overall operational enhancement, with data, 
analytics and visualization serving as enablers of the models’ efficacy. 

Artificial intelligence (AI)-based models and specifically, physics-informed neural networks 
(PINNs,) emerge as an optimal model architecture owing to their ability to integrate the learn-
ing capacity and high performance of data-driven models such as neural networks (NNs), while 
incorporating the physics theory and constraints into the learning process. This integration 
effectively captures complex physical behaviours, thereby enhancing model precision and 
interpretability.

The challenge related to deploying a suitable model architecture and gathering sufficient 
data in quality and quantity to accurately perform its training is overcome in the present 
research. A model-assisted training approach is employed, capitalizing on generative models 
which assume a pivotal role in training the predictive models tailored to handle the DT func-
tions.

1. Introduction

In the realm of the Digital Twin (DT) and the Operations and Maintenance 
(O&M) landscape, the integration of engineering knowledge and the increasingly 
growing potential of technology synergistically converge, culminating in a framework 
equipped to steer asset management throughout its entire lifecycle, maximizing its 
capacities. What was originally conceived as an Asset Administration Shell (AAS) is 
undergoing a transformation into a fully-fledged DT. This evolution is driven by the 
incorporation of cutting-edge technologies such as the Internet of Things (IoT) and 
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edge/fog computing, bolstered by the prowess of artificial intelligence (AI) and data 
analytics as key enablers for incorporating multidimensional engineering knowledge 
through the models.

In this work, emphasis is given to AI-model based system engineering (MBSE) as a 
key component of the DT [1]. The models are built upon a hybrid approach, grounded in a 
physics-informed (PI) data-driven strategy founded on neural networks (NN). 

Model-assisted training involves leveraging one or more pre-existing models to aid 
in the training of another model. In the context of this research, this technique integrates 
generative models to support the deploying and training of the predictive models serving 
the DT. This paradigm extends traditional training techniques, providing pragmatic 
solutions to challenges, notably those related to data constraints in diverse domains. It 
probes particularly advantageous in scenarios characterized by limited or noisy data, such 
as those encountered in O&M.

This paper proposes a case study to illustrate this approach, featuring a scaled 
6-storey metal tower subjected to lateral forces leading to reduced bolt stiffness, 
consequently impacting its O&M. A structural integrity analysis of the system identifies 
strategic locations for executing a discrete data monitoring strategy. The raw data, which 
is time-independent yet bearing meaningful physical significance, is ready for ingestion at 
edge computing into the DT models. This process will effectively showcase the real-time 
structural health and the damage if present.

2. Models related to Operations&Maintenance

Operations asset management employs data to optimize resource utilization, 
enhance efficiency, reduce costs, and maximize benefits by strategically managing both 
tangible and intangible assets. At the same time maintenance management, targeting only 
tangible assets, aims to reduce downtime, minimize failure risks, and ensure reliability 
through maintenance practices. Although both consider different aspects, effective 
maintenance is essential for successful operations asset management.

Maintenance protocols include corrective and preventive approaches, with 
preventive maintenance encompassing predefined, condition-based, and predictive 
techniques. Early damage detection and diagnostics are crucial for proactive intervention, 
preventing minor issues from becoming major failures.

DT models for O&M focus on damage assessment using sensors, data analytics, and 
modelling to monitor asset health and detect early signs of damage. Rytter’s Hierarchy 
[2] evaluates the degree of knowledge about a damaged condition across four levels: 
Level 1 (Damage detection), Level 2 (Damage location), Level 3 (Damage extent), and 
Level 4 (Damage prediction).
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2.1. AI-architecture of the models

The proposed architecture of the models is grounded in PINNs and tailored to suit 
the specific task that each of the models has to perform within the DT. The infusion 
of physics into the NN models expands its capacity for generalization, enabling the 
introduction of what-if scenarios while ensuring they remain within the engineering 
domain, thus preserving explicability. Furthermore, PI data-driven models serve as 
efficient surrogates [3], facilitating a fast and accurate response, and dynamically 
adapting to changes in both external and internal conditions. 

This transformative process empowers the DT to autonomously make real-time 
decisions, seamlessly adapt to evolving environments, and continually optimize the 
performance of its physical counterpart, all in a secure and controlled environment. 
Within this context, not only can potential damage be anticipated, enabling predictive 
maintenance, but it can also be autonomously corrected by the proactive strategies of 
prescriptive maintenance, which anticipate the optimal moment for the best action.

In the present O&M context, the models are tasked with undertaking the following 
primary functions:

— Generation: to mimic the system’s behaviour and provide the predictive models 
with a substantial volume of high-quality labelled data, reducing their risk of 
overfitting and bias, and achieving improved performance and scalability.

— Prediction: encompassing both classification and regression tasks. Classification 
detects damage employing discrete class labels (damaged/undamaged) for a 
simple binary classification, and to locate the damage at a specific point of 
the system (multiclass classification with damaged/undamaged labels in every 
predefined location). Regression, on the other hand, forecasts the extent of 
the damage based on the reduction of the material’s parameter values and the 
remaining useful life (RUL) of the system.

Depending on the problem and the nature of the data involved, the architecture of 
the models will be selected. In the present work, Convolutional Neural Networks (CNNs) 
were preferred for detecting spatial features, Feedforward Neural Networks (FNNs) 
for establishing complex relationships between inputs and outputs, and Generative 
Adversarial Networks (GANs) for data generation.

2.2. Model-assisted training

Model-assisted training emerges as a novel trend in design, streamlining the 
development and training of accurate predictive models based on a pre-existing 
architecture and relevant data of sufficient quantity and quality. During the initial stages 
of predictive modelling, the steep learning curve and the significant demand for data and 
knowledge required pose considerable challenges to implementation. It is in this context 
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that model-assisted training plays a crucial role, furnishing both the model’s framework 
and the requisite data for precise model training.

Figure 1
Model-assisted training strategy for DT models in O&M

In this research, the generative model plays a pivotal role by providing the training 
data, thereby facilitating the training of the predictive models and enhancing its training 
process and resilience. Moreover, the transfer of architectural knowledge from the 
generative model to the predictive model is leveraged to enhance its performance 
(Figure 1).

2.3. Generative models

The generative model is the model which will serve the DT predictive models in 
the model-assisted training strategy, acting as a digital representation of the asset. This is 
achieved by generating quality data similar to the real-world observations of the system, 
being the generative models regarded as mirror models that generate virtual counterparts 
of the assets [4].

This generative model is part of a Generative Adversarial Network (GAN) [5], 
where a discriminant model is simultaneously trained. The generative model generates 
synthetic data samples, while the discriminant model learns to distinguish between real 
and synthetic samples. Through adversarial training, the generative model improves its 
ability to generate realistic data, while the discriminant model enhances its capability to 
differentiate between real and synthetic data, leading to the refinement of both models. 
Within the context of damage diagnostics, GANs are the preferred generative method due 
to their probed capability of encapsulating damage characteristics using a combination of 
categorical (i.e., labels) and continuous variables (i.e., numerical data values), providing 
significant benefits [6].
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Due to its demonstrated training stability [7] and good performance [8], the selected 
variant of GAN for this research is the conditional Wasserstein generative adversarial 
network with gradient penalty (CWGAN-GP), enabling class balance and context 
awareness in the generated data [9].

2.4. Predictive models

In the context of a DT dedicated to O&M of assets, predictive models 
primarily focus on the critical task of damage assessment, as an essential step for the 
implementation of maintenance policies. As previously outlined, a robust damage 
evaluation requires the deployment of a series of models capable of addressing the four 
levels of the damage assessment hierarchy proposed by Rytter [2]: Level 1 (damage 
detection), Level 2 (damage location), Level 3 (damage extent) and Level 4 (damage 
prediction), with each model dedicated to a specific level.

To develop these tasks, a binary classifier is employed for damage detection in the 
first level, followed by a multiclass classifier for damage location at the second level. 
Subsequently, regressors are constructed for the third and fourth levels of assessment. 
These models are PINN models, inheriting the architecture of the generative model and 
being trained with its generated data.

3. Dynamic and time-evolving model capability

In a DT, models are required to adapt and evolve over time to accurately represent 
the behaviour of the physical system facing changing conditions such as different 
operating scenarios, environmental factors, or damage and degradation of the assets being 
modelled.

In this context, the Bayesian method provides a principled way to incorporate new 
data, prior knowledge, and uncertainty into the model updating process. Specifically, 
the Bayesian inverse problem [10] refers to the process of inferring model parameters or 
states from observed data. 

This way, the dynamic and time-evolving features of the DT models can be realized 
through iterative cycles of model updating, where new data is aggregated to refine the 
model [11]. Furthermore, Bayesian methods enable the incorporation of uncertainty 
quantification into the model updating process. By representing uncertainty in model 
parameters or states, DTs can provide not only point estimates but also probabilistic 
predictions, along with credible intervals.

Not only the Bayesian method can help the DT models evolve, but also generative 
models can adapt to changing conditions over time, allowing DT models to be updated 
dynamically. As new data becomes available, generative models can be retrained or fine-
tuned to capture any shifts or new trends in the underlying data distribution, ensuring that 
the DT models remain accurate and up-to-date.
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4. Models integration into the DT workflow

Petri nets [12] are proposed for coordinating DT components and especially to 
streamline the integration of models into the DT workflow. By delineating the flow of 
data and actions, Petri nets ensure that the models are properly interconnected and aligned 
for the DT to achieve its intended functionality and objectives [13].

Petri nets are a graphical and mathematical framework providing a formalism 
for representing interactions and dependencies between the different components and 
processes within the DT. They consist of two main elements: places (representing states 
or conditions) and transitions (representing events or actions). Arcs connect places and 
transitions, denoting the flow of tokens (symbolizing resources, data, or control) between 
them. This representation enables the modelling of distributed and concurrent processes, 
synchronization, and resource allocation, capturing the dynamic behaviour of the system 
and consequently, of its DT.

5. Case study

This section introduces a case study to illustrate the methodology previously 
outlined. The computational tools utilized are entirely open-source and Python-
compatible [14], leveraging resources established by the author [13].

The case study implementation consists of a six-storey 1.5m-high steel frame 
structure and its corresponding DT as shown in Figure 2, receiving discrete displacement 
and force measurements through sensors. The structure is exposed to variable lateral 
forces and experiences damage as a result of the gradual loosening of its bolts, quantified 
as time of damage (denoted as t, time since the damage began). Wireless IoT sensors 
employing ultrasonic methods were utilized to record the displacements of individual 
storeys (expressed as d1, d2, d3, d4 d5, d6), while an IoT digital transducer was 
employed to measure the force (named F), both supplying the monitoring data. The 
virtual twin is computationally simulated using a numerical model based on Finite 
Elements (FE) developed in Openseespy [15] providing physics-informed data about the 
system.

Supplied with both monitoring and physics-informed data, the generative model 
generates the required data, ensuring both quality and quantity for precise training 
of the predictive models, which also inherit its architecture. This way, the generative 
model enables the model-assisted training of the predictive models. The data generated 
guarantees class balance through the categorical condition introduced, with labels 
of damaged/undamaged indicating the health state of the asset globally for level 1: 
damage detection, and locally for level 2: damage location. Levels 3 and 4 correspond 
respectively to the quantification of the damage extent and the prediction of the RUL, 
both directly calculated through the predicted time of damage t. 

© University of Deusto - ISBN 978-84-1325-228-5



 AI-Powered Models: Catalysts for Digital Twin Advancements in Operations & Maintenance   173

Figure 2
Case study: the DT of a steel tower.

The outcomes of the data generation utilizing the proposed CNN-based CWGAN-GP 
approach are illustrated in Figure 3, showcasing the real and the generated values 
corresponding to the force (F), the displacement on the 6th floor (d6) and the time of 
damage (t). The visual outcomes reveal that the generated results closely resemble the 
real values, exhibiting a sense of originality.

Figure 3
3-D visual comparison of the data generated: (a) training dataset-real values, and (b) generated dataset.
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To demonstrate the effectiveness of the model-assisted training strategy, a 
comparison is shown in the following images (Figures 4, 5, 6 and 7) between the damage 
assessment DT models trained using the classic approach and the same models trained 
with the generated dataset following the model-assisted strategy. The classic approach 
consists of producing data from numerical simulations through FE analysis with added 
statistically generated noise.

Figure 4
Normalized confusion matrix results corresponding to level 1: damage detection, performed by the 
binary classifier model. The results corresponding to the model trained with the generative data (b) 

surpassed those obtained through the classic training approach (a)

Figure 5
Normalized confusion matrix results corresponding to level 2: damage location, performed by the 

multiclass classifier model. Again the generative approach (b) outperformed the classical method (a).
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Figure 6
At level 3 of damage quantification, the learning approximation of the regressor model predicting 

the time of damage t differs between the two approaches, with the generative procedure (b) 
demonstrating a wider exploration of the space of possible solutions compared to the classic method 
(a). Once t is predicted, the structural damage index (SDI) can be calculated to quantify the damage.

Figure 7
At level 4, the RUL is forecasted as the difference between the time of damage t and the useful 
life of the asset (UL). The results from the regressor model show more accurate values for the 

predicted median and quartiles in the three scenarios tested (t=0 years for the healthy state, t=66 
years for medium damaged and t=100 years for fully damaged) using the generative procedure (b) 

compared to the classic method (a), while also avoiding outliers.

6. Conclusions

In this work, a model-assisted training strategy has been developed to leverage 
models serving a DT in the O&M of assets, illustrated through a case study. The 
proposed strategy demonstrates significant improvements in training efficiency and 
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model performance compared to traditional approaches. By generating synthetic data and 
incorporating it into the training process along with the architectural inheritance of the 
PINN models, the model-assisted approach enhances the robustness and accuracy of the 
DT models, particularly in damage detection, quantification, and prediction tasks. The 
results show that the models trained with the generative data surpass those trained with 
conventional methods, providing more accurate predictions and a better exploration of the 
solution space. Furthermore, the dynamic and time-evolving features of the DT models 
have been incorporated through the Bayesian framework and the Petri Net modelling, 
ensuring a comprehensive representation of asset behaviour over time and a high-
performance model integration into the DT workflow.

Future work will focus on further refining the generative processes and exploring 
their application to a broader range of assets and operational conditions.
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Abstract

The area of Reliability, as well as the new area of Digital Twin (DT), is faced with the need 
to bring its theoretical or virtual model closer to real models. For this, it needs to determine the 
best statistical distribution and its parameters to approximate and tune the real model as best 
as possible using real data, which is often censored or incomplete data. In this way, it becomes 
possible to simulate the estimated useful life of equipment, systems and components virtually. 
  This article develops an algorithm for simulating the estimation of Weibull parameters for 
consecutive K-out-of-n systems that exist in many modern systems, such as oil pipeline systems, 
computer ring networks, telecommunications, etc.  
  The article develops the complex and coherent systems theory and the respective reliability 
models. With a new and original approach, algorithms were designed with a simulation that 
generated random and censored data (right-censored and type I data). The case studies of 
linear consecutive K-out-of-n systems were developed to validate the algorithms K-out-of-n:G. 
A set of simulations was designed with the variation of the different parameters of the reli-
ability models to compare, tune and optimize the estimation of parameters and the simulation 
of these complex systems.  
  One relevant result shows that the more censored data in the sample, the more significant 
the bias and the error about the true value. Increasing the parameter ß (shape factor) propor-
tionally increases the bias.  
  One of the relevant results shows that the more censored data in the sample, the greater 
the bias and error about the true value. Increasing the parameter ß (shape factor) proportion-
ally increases the bias.

1. Introduction

The current era of 4.0 industry and digital transformation is characterized by the use 
of advanced technologies that allow means for monitoring and predicting the performance 
of assets and processes (1), which enables the review of the maintenance programs and 
contributes to the reduced asset management costs, ease of maintenance, more safety and 
business risk mitigation.
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The subject of reliability and simulation of systems and the structural relationship 
between a system and its components is very important in the field of reliability. A 
comprehensive discussion of reliability theory can be found in (2) and in (3). Reliability 
Block Diagrams (RBD) can be defined as a network of blocks describing the system’s 
function with logical connections of components needed to produce a specified system 
function. (2) presents an exhaustive description of the theory of RBD and, more 
recently (4). If the system has more than one function, each function must be considered 
individually, and different diagrams need to be made for each system function. The 
system is fixed in one moment of time; the present state of the system is assumed to 
depend only on the current states of the components. The connection through a block, in 
RBD, means that the component is functioning.

A Reliability Block Diagram is developed in terms of functions. Usually not 
have an account for safety and auxiliary functions and components used to protect 
equipment, people or the environment. Reliability Block Diagrams can be used for 
repairable and non-repairable systems or components. In the survival analysis and 
reliability field, there are several situations in which equipment, components, and units 
are lost or taken from the study while they are still working. The data censored may 
occur in control situations, as in life-testing and preassigned time or actual operations, 
and to make a predictive analysis of failures on time, with systems with vast numbers 
of sensors and monitoring lots of parameters; in this case, using reliability models 
containing censored data is fundamental. (5) refers to the fact that, in practice, life 
test data are almost always time-censored or type I because the study defines the time 
at which the test will end. Several methods and techniques have been proposed over 
the past decades for analyzing different types of reliable data. Most of them refer 
to complete data. However, evaluating highly censored reliability data has not been 
widely studied. (6) presented an excellent work on this topic. In the beginning, few 
of the studies used simulation tools, but over time, simulation in the reliability field 
increased, most of them to estimation parameters.

Many articles use the percentage of data censored (% C) to compare and analyze 
the model and study simulations, like in (7), (8) and (9). The use and application of 
data censored in the field of reliability can be seen in (10). The type of distribution used 
in this study is typically used in the reliability field. Understanding and developing a 
systematic method to build an accurate simulation model in the presence of censored data 
is essential, giving more accuracy and precision to the simulation process in the reliability 
field (11) and (6).

2. State of art: systems, reliability and censored data

A system composed of n components will be classified as a system of order n. The 
components are to be numbered consecutively from 1 to n. Let C = {c1, c2, ..., cn} be the 
set of all components, where ci is the ith component, and n is the number of components 
in the system. Let xi be the state of component ci the system can be in one and only one of 
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two states that are either functioning or failed. To indicate the state of the ith component a 
binary indicator variable xi to component i is assigned:

xi =
1, if component i is functioning,

(1)0, if component i is a failed.

for i = 1, ..., n, where n is the number of the components in the system. The number of 
components n in the system is called the order of the system. The joint performance of 
all components in the system can be indicated by vector X = (x1, x2, ..., xn) called a state 
vector. Similarly, the binary variable ϕ indicates the state of the system:

Similarly, the binary variable ϕ indicates the state of the system:

ϕi =
1, if system i is functioning,

(2)0, if system i is a failed.

The state of system is determined completely by the states of the components, so 
that may write:

 ϕ = ϕ(x), where x = (x1, ..., xn).

The function φ(x), is called the structure-function of the system. A knowledge of the 
structure-function is equivalent to an understanding of the structure of the system.

2.1. Definition of k-out-of-n structure

A system function, if and only if at least k of the n components is working, is called 
a k-out-of-n structure-function.

 
φ(x) = xi for

i=1

n

∏ k = n
 

(3)

for 1 ≤ k ≤ n, every choice of k out of the n x’s appears exactly. A parallel structure is a 
1-out-of-n structure and a series structure is an n-out-of-n structure.

2.2. Right data censored

The data is considered complete when the exact time of each system failure is 
known. In many cases, the data contain uncertainties, i.e., when the failure occurred 
is unknown. The data containing such uncertainty as when the event occurred are 
regarded as incomplete or partial. Incomplete data can be classified as censored or 
truncated (12).
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From the theoretical point of view, censoring may not be the most efficient way 
to conduct an experience, but due to time, cost, or practical things, it’s so frequent that 
researchers have had to find ways to deal with it.

Characterizing the censoring mechanisms is essential to analyze the data and the 
phenomena in the study. Such a report can be based on several elements: the status of the 
entity observed, the study’s span, the system’s dynamic in the study, and the times of start 
and finish of the observations. Censoring mechanisms can also be characterized based on 
when and how the time to finish the study is defined. One of the most common types of 
censored data that may arise in real cases is type-I right censored data.

In type-I right censored data, all units of a system are observed up to the date 
of completion of the study. For this censorship scheme, the time each unit is under 
observation is fixed, while the number of units that fail (uncensored observations) is 
random. In this type of censoring, the stopping time (tc) is defined or pre-established, 
and the number of failures observed during the analysis period is random. It ends 
the experiment and stops monitoring all the entities at some pre-specified time tc, 
independent of the event of interest. The Weibull distribution is the most popular 
statistical distribution in reliability engineering (13). It can be used to fit many life 
distributions, and it has a significant advantage in the reliability field by changing the 
parameters to adjust perfectly to the reliability data.

Type I censoring occurs when the experiments are run only for a fixed duration tc; the 
lifetimes are known for those whose lifetimes are ti ≤ tc, as it’s possible to see in fig. 1.

Figure 1
Fixed type I right censored

The difference between type I and type II is that in type I censoring, the number of 
observed lifetimes is a random variable, and in type II, the number of observed events is 
fixed.
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2.3. Linear Consecutive k-out-of-n systems

Consecutive K-out-of-n systems can be categorized into consecutive k-out-of-
n:G and consecutive k-out-of-n:F systems. A Consecutive k-out-of-n:G system is 
an n component system that functions whenever at least k consecutive components 
are functioning. A consecutive k-out-of-n:F is an n component system that fails 
whenever at least k consecutive component are failed. Such system can either be a linear 
system, where all components are arranged linearly, or be a circular system, where all 
components are arranged circularly. The consecutive K-out-of-n:F system was introduced 
by (14) and explain the relevance of such a system to telecommunication and oil pipeline 
systems. The application to street light systems and microwave tower systems are 
discussed by (15). The structure and reliability functions for both systems follow the 
notion and development made by (16).

The minimal-path representation is used to find the structure function of the linear 
consecutive k-out-of-n:G system, where 2 ≤ k ≤ n. The number of minimal-path vectors for 
this system is equal to n – k + 1 possibilities for placing the K consecutive 1’s on n possible 
locations. So, the set of minimal-path vectors for linear consecutive k-out-of-n:G systems is:

 φi = Zi{ }i=1
n−k+1

= 1k ,1n−k( ) 0,1k ,0n−k−1( ),…, 0n−k ,1k( ){ }  (4)

where 0j is the j-dimensional zero vector (0, 0, ..., 0) and 1j is the j-dimensional unit 
vector (1, 1, ..., 1).

(16) define that based on the minimal-path vector representation the structure 
function of a linear consecutive k-out-of n:G system for n > k, can be obtained recursively 
by using state of the system:

 
φ(x,n,k) = φ(x,n−1,k)+ 1−φ(x,n−1,k)( ) x j

j=n−k+1

n

∏
 

(5)

The structure function (x, n, k) , for n = k, is simply
 

x j
j=1

n

∏ , which is the structure
 function of the well-known series system.

2.4. Reliability functions of linear consecutive k-out-of-n:G systems

The reliability of a system is the probability that is structure function ϕ(x, n, k) 
equals 1, which, since ϕ is an indicator variable, equals its expectation:

 R(P, n, k) = P(ϕ(x, n, k) = 1) = E(ϕ(x, n, k)) (6)

For a system with independent components, R may be found, simply, by replacing x 
by p in the “reduced” structure function ϕ. The reliability function of linear consecutive 
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k-out-of-n:G systems when all components are independent and n > k is obtainable 
recursively by:

 
RG (p,n,k) = RG (x,n−1,k)+ 1− RG (x,n− k −1,k)( )qn−k p j

j=n−k+1

n

∏
 

(7)

To compute system reliability, especially for a large system, equation 5 can be used 
directly to produce algorithm. The algorithm should begin with reading and checking 
the input n; k and pj such that 1 ≤ k ≤ n and 2 ≤ pj ≤ n. The next step is to compute 

RG (p,k,k) pj
j=1

n

∏ , and the last step is to compute RG(P, n, k) using 5.

2.5. Simulation of linear consecutive k-out-of-n

To compute a simulation of Monte Carlo linear consecutive k-out-of-n, using 
Weibull distribution the follow algorithm is developed:

— Step 1. Define the function of the structure of linear consecutive k-out-of-n 
system.

— Step 2. Calculate the time to censoring - tc with the parameters of distribution 
choose.

— Step 3. Generate ti from random distribution function.
— Step 4. Compare the time ti with Tc to each component and give xi = 0 if are 

above or xi = 1 below the tc.
— Step 5. With xi and structure function calculate if the system are working or not.
— Step 6. Repeat for M times (the dimension of the cycle simulation).
— Step 7. Calculate the reliability: the number of times that the system are working 

for the number of samples M.

3. Case study - linear consecutive 2-out-of-5:G system

Consider the linear consecutive 2-out-of-5:G system. This system is working when 
at least two consecutive components are functioning. Here k = 2 and n = 5. Using the 
equation 5 the structure function of this system is:

 

φ(x,5,2) = φ(x, 4,2)+ 1−φ(x,2,2)(1− x3)( x j
j=4

5

∏

= x1x2 + (1− x1)x2x3 + (1− x2 )x3x4 + (1− x1x2 )(1− x3)x4x5
(1− x1x2 + x2x3 + x3x4 − x1x2x3 − x3x3x4 )x4x5
= x1x2 + x2x3 + x3x4 + x4x5 − x1x2x3 − x2x3x4
−x3x4x5 − x1x2x4x5 + x1x2x3x4x5  

(8)
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The program has been written in R language and the software is the R Studio, and 
in the beginning it’s define the function structure and simulations and then applied the 
loop “for” to made the cycle and the reliability calculation. The structure function of the 
system in the program is define by a function with the name str fun.

Algorithm 1. Simulation of linear consecutive k-out-of-n:G

The simulation of linear consecutive 2-out-of-5:G to all components used the same 
Weibull parameters; the shape parameter β have the values 0,5; 1; 1,5 and 2; the scale 
parameter is η = 10, for all components and simulations. The simulation is made for 
different number of samples to verified the impact of the number of samples for each 
simulation. Another interest characteristic is to simulate reliability with different censored 
data, in this case it’s used 5%,10%, 20% and 30%.

Table 1
Simulation 2-out-of-5:G, Weibull (;%C; n), = 10 M = 100

C5% C10% C20% C30%

Sample β0.5 β1 β1.5 β2 β0.5 β1 β1.5 β2 β0.5 β1 β1.5 β2 β0.5 β1 β1.5 β2

10 1 1 0.90 0.70 1 1 0.90 0.80 1 1 0.90 0.90 1 1 1 1
100 0.95 0.95 0.83 0.83 0.99 0.99 0.93 0.86 1 1 0.97 0.87 1 1 0.98 0.88

500 0.96 0.91 0.90 0.81 1 0.98 0.94 0.88 1 1 0.97 0.90 1 1 0.99 0.92
1.000 0.96 0.92 0.89 0.84 1 0.99 0.94 0.85 1 1 0.98 0.88 1 1 1 0.92

2.000 0.95 0.93 0.88 0.82 1 0.99 0.94 0.87 1 1 0.98 0.90 1 1 1 0.92
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4. Conclusions

The results are explicit in the table 1 and from the analysis of the table, it’s possible 
to see that with the increase of the sample number the value of reliability stabilized at 
a certain value. With the increase of the shape factor, the value of reliability decreases, 
not so much, but can appoint the exponential shape as the most favourable state to 
have a higher value of reliability. The reliability decreases smoothly with the increase 
of censored data. One possible explanation is that with the increase of censorship, the 
system is not so stable and the faults are a little more and have more impact on reliability. 
Test with other parameters and also make a comparative test with different parameters for 
each component will be recommend.
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Abstract

This study introduces a deep learning approach for estimating corrugation in railway 
systems by Attention-based One-Dimensional Convolutional Neural Networks (Attention-
CNN-1D) coupled with Unsupervised K-means clustering using acceleration in longitudinal 
and vertical directions. The model’s performance is examined in a 1:10 scale vehicle running 
at two forward velocities: 0.5 and 1.00 m/s. In addition, the newly developed model’s ability 
to train with one velocity and test at another was analyzed. The findings indicated that the 
model performed accurately across different velocities and combinations. The study shows that 
unsupervised K-means- Attention-CNN-1D can potentially improve corrugation estimation. This 
can lead to more reliable and efficient maintenance and repair of railways.

1. Introduction

Corrugation is a common issue that occurs in the contact areas of rails, causing 
wave-like pattern damage [1]. This defect leads to significant damage to both the 
vehicle and track components [2]. Researchers usually categorize corrugations into 
different classes, such as normal and abnormal or based on their physical characteristics, 
such as the wavelength or frequency of occurrence. Numerous attempts have been 
made since 1895 to estimate corrugation through laboratory experiments, field tests, 
and analytical and numerical models, as documented in various studies [2, 3]. The 
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most accurate estimation of corrugation largely depends on conducting field tests and 
laboratory experiments to establish the governing equations and hypotheses. Railway 
engineering has been greatly impacted by utilizing computers and numerical and 
analytical approaches. This has led to solutions to previously challenging problems. 
Consequently, researchers proposed new theories and numerical models by integrating 
laboratory or field tests with computer technology to estimate the corrugation accurately. 
According to Xie (2022) [4], some methods are time-consuming, expensive, and 
sensitive to simplifications and boundary conditions. To overcome these weaknesses, 
Artificial Intelligence models (AI) provide a suitable alternative to civil and mechanical 
engineering problems due to their ability to handle complex, non-linear systems 
efficiently. Notably, in the case of railway corrugation, few studies have been carried out 
to estimate this defect using One-dimensional Convolutional Neural Networks (CNN-1D) 
and other Deep Learning (DL) such as Long Short-Term Memory (LSTM) models [4, 5]. 
Despite the success of these studies in estimating railway corrugation, there are still 
many gaps in research when it comes to estimating the properties of corrugation, such as 
wavelength and depth. Direct estimation with only acceleration variables is one such gap.

It is important to determine the roles of acceleration in different directions and 
estimate corrugation geometry’s properties. This paper aims to address the following 
objectives:

— Develop an Attention-based-One-Dimensional Convolutional Neural Network 
(Attention-CNN-1D) model to accurately estimate corrugation at different 
forward velocities without any information on the track type (straight or curved 
line) and the contact surface between the vehicle-track systems in inner and outer 
rails.

— Determine how to estimate corrugation using variables commonly found in 
railway systems.

— How well could the model be trained at one velocity and tested at another?

2. Material and Methods

This section outlines the methodology that we used to conduct our research.

2.1. Description of laboratory set-up

To gather experimental data, the University of Seville’s railway research group 
built a 1:10 scale track prototype featuring a 90-meter-long track and an instrumented 
vehicle. The experiments were conducted on a 5-inch-wide-scale track on the School 
of Engineering’s roof. During the laboratory experiments, data on acceleration in 
longitudinal (Ax) and vertical (Az) directions, as well as corrugation, were gathered 
at forward velocities of 0.5 m/s and 1.00 m/s. Figure 1 shows an aerial photo and a 
schematic plan view of the track centre line.
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Figure 1
Plan view of the scaled track: aerial photograph (a) and scheme of the track centre line (b)

The table below presents a tabulated range of data gathered at different forward 
velocities.

Table 1
The range of gathered data during the laboratory experiments

Forward Velocity
m/s

Longitudinal
Acceleration  

(Ax)
(m/s2)

Vertical 
Acceleration

(Az)
(m/s2)

Corrugation
(meter)

Number of
Datapoints

0.50 –0.955-1.665 –0.955-0.7470 –0.00015-0.00015 39260
1.00 –2.918-3.336 –2.173-2.0612 –0.00015-0.00015 19043

Figure 2 shows a graphical representation of gathered data, their distributions, and 
characteristics.

Figure 2
Graphical representation of gathered data at forward velocity 0.5 m/s
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In the following section, we discuss how we implement the gathered data using the 
developed approach.

2.2. K-means-Attention-CNN-1D Model for Corrugation Estimation

In this study, after gathering the datasets at different forward velocities, they were 
analyzed using the unsupervised K-means clustering method, which helped detect 
patterns and natural grouping in the data points without prior knowledge of their labels 
or classes. Based on this analysis, each data point was assigned a label. These labels, 
along with Az and Ax, were then utilized as input parameters to estimate corrugation. The 
task of estimating is carried out by a DL model named Attention-based One-Dimensional 
Convolutional Neural Network (Attention-CNN-1D).

CNN-1D is a well-known DL model designed to address the challenges of time 
series regression. In this study, CNN-1D, integrated with attention mechanisms, operates 
by dynamically weighting input parameters to find relations between inputs and 
outputs. This approach uses convolutional layers to detect hierarchical features from 
the input data, followed by attention mechanisms focusing on significant features 
while eliminating irrelevant ones. This process allows the network to focus on helpful 
information and aims to enhance performance in sequence modelling, where temporal 
dependencies are crucial.

CNN-1D’s fundamental core is the convolutional layer, which utilizes kernels to 
find patterns in the data. Like other DL models, CNN-1D uses an activation function to 
map complex relationships between inputs and outputs by non-linear transformations. 
Different activation functions exist, such as sigmoid rectified linear unit (ReLU). In 
this study, Exponential Linear Units (ELU) were used as activation functions, and this 
activation function performs better in the learning process. Readers can find detailed 
information about other hyperparameters, such as padding, strides, kernel size and kernel 
regularizer, in [5]. During this investigation, we employed 8 convolutional layers, and the 
attention layers were added between each pair of CNN-1D layers. Detailed information 
about model architecture is tabulated in table 2.

Table 2
Detailed information on hyperparameter types and their values

No Hyper-Parameters Range of
Values/Types No Hyper-Parameters Range of

Values/Types

1 Number of Kernels   5-100  7 Learning Rate ReduceLROnPlateau
2 Kernel size 2-4  8 Kernel-regularizer l1(0.1)
3 Stride 1  9 Padding Same
4 Epochs-Patience level 50-5 10 Activation Elu
5 Train-Validation-Test Ratios 47.3%, 20%, 32.7% 11 Optimization Adam
6 Sliding Window (Size:500) - Overlap 12 Loss function Huber
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After identifying the best model structure and tuning the hyperparameters, we 
evaluated the model at different forward velocities. Furthermore, the datasets were 
combined to identify how well the model could be trained at one velocity and tested at 
another, such as training at 0.5 m/s and testing at 1.00 m/s. The process of estimation of 
corrugation in this study is visualized in figure 3.

Figure 3
Process of estimation of railway corrugation using K-means-Attention-CNN-1D

The following section will discuss the results that have been obtained.

3. Results and Discussion

This section summarizes the main findings of this study. To investigate the 
capability of the proposed approach to estimating the corrugation, three performance 
metrics (Mean Squared Error (MSE), Mean Absolute Error (MAE) and Correlation 
Determination (R2)) were used for the model’s evaluation. The results of the developed 
approach in the training and test stages were tabulated in table 3. At forward velocity 
0.5 m/s, the K-means-Attention-CNN-1D model has an MSE of 1.016 E-10, MAE of 
5.823E-6, and R2 of 0.983 in the training stage. In the test stage, this model generated 
results with performance metrics of MSE of 3.296 E-10, MAE of 1.281E-5, and R2 of 
0.945. At forward velocity 1.00 m/s, During training, the model exhibited a high R2 value 
of 0.971, indicating a solid fit for the data. It also had a low MSE of 1.708 E-10 and an 
MAE of 8.075E-6, reflecting accurate predictions and minimal deviation. In the testing 
stage, while the R2 decreased slightly to 0.85, the model still showed reliable predictive 
capability, as evidenced by an MAE of 2.333E-5 and MSE of 9.160E-10, suggesting 
accurate predictions and relatively low deviation between predicted and observed values. 
Finally, the datasets from different forward velocities were combined to explore the 
possibilities of training with one velocity and testing with another. To do this, the model 
trained with a velocity of 0.5 m/s and tested it with a velocity of 1.00 m/s. During the 
training stage, the model showed high accuracy with an R2 value of 0.975, an MSE of 
1.458 E-10, and an MAE of 6.870 E-6. In the test stage, the model obtained satisfactory 
results with an R2 of 0.678, an MSE of 1.951 E-9, and an MAE of 3.507 E-5.
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Table 3
The performance metrics of K-means-Attention-CNN-1D in both the training and test stages

Train stage

Forward Velocity
(m/s)

MSE  
(meter)

MAE  
(meter)

R2

0.5 1.016E-10 5.823E-6 0.983
 1.00 1.708E-10 8.075E-6 0.971

 0.5-1.00 1.458E-10 6.870E-6 0.975

Test stage

Forward Velocity
(m/s)

MSE  
(meter)

MAE  
(meter)

R2

0.5 3.296E-10 1.281E-5 0.945
 1.00 9.160E-10 2.333E-5 0.850

 0.5-1.00 1.951E-90 3.507E-5 0.678

The line charts in figures 4a, 4b, and 4c visualize the generated results for velocities 
0.5 m/s, 1.0 m/s, and their combinations. These figures show two lines: blue and red. The 
blue line represents the predicted values, while the red represents the observed values. 
The K-means-Attention-CNN-1D model performed satisfactorily across all forward 
velocities and combinations of velocities.

Figure 4.a
Test results at V = 0.50 m/s in time interval t = 64 s and t = 77.5 s
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Figure 4.b
Test results at V = 1 m/s in time interval t = 34 s and t = 37.5 s

Figure 4.c
Test results at V = 1 m/s, Trained by 0.5 m/s,in time interval t = 111 s and t = 115.5 s

The results mentioned above confirm the capability of the K-means-Attention-
CNN-1D model for estimating corrugation in different forward velocities, which can be 
applied to the field and real data in the industry in the next steps.
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4. Conclusion

This paper has developed a hybrid K-means-Attention based-One-Dimensional 
Convolutional Neural Networks (K-means-Attention-CNN-1D) model to estimate railway 
corrugation at different forward velocities and their combinations. The laboratory data 
at different forward velocities were gathered to achieve this goal. The acceleration in 
vertical (Az) and longitudinal (Ax) directions were collected for forward velocities 0.5 
and 1 m/s, and used as input to estimate the corrugation. Firstly, the data were entered 
into K-means clustering to find natural grouping and patterns within the data. The 
label for each data point was obtained, and the labels were added to inputs to feed the 
Attention-CNN-1D model and estimate the target. During the training stage, the R2 metric 
showed values of 0.983, 0.971, and 0.975 at forward velocities of 0.5 m/s, 1.00 m/s, 
and in the combined training scenario with 0.5 m/s, and testing with 1.00 m/s. In the 
test stage, this metric exhibited values of 0.945, 0.850, and 0.678 at forward velocities 
of 0.5 m/s, 1.00 m/s, and in the combined scenario of training with 0.5 m/s, and testing 
with 1.00 m/s. The results revealed that the developed approach successfully estimated 
corrugation at different forward velocities and their combination in training and test 
stages.
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Abstract

Digitalization is one of the main drivers of investment and growth in the maintenance sec-
tor. There are many potential benefits, and there is no doubt that it is a competitive factor that 
will differentiate itself in the coming years. For this reason, any business development currently 
takes on the concept of “digital native,” as technological integration and process efficiency are 
considered from the very beginning.  
  However, the transformation process for a traditional business is not always so simple. 
First, investment volumes remain very high. Despite the fact that some technology is becom-
ing increasingly affordable, it still requires a significant investment. The cybersecurity risk, 
especially when it comes to critical infrastructure, is also significant. And many of the efficien-
cies achieved in processes result in freeing up human resource time, which cannot always be 
amortized. This raises the question: How can we face an inevitable digitalization process when 
profitability is not purely economic?  
  The goal is to be able to incorporate technology in a reasonable manner, incorporating it 
into the current business logic, but with an eye toward an increasingly uncertain future. This 
work shares the main pillars on which Enagas is focusing its digital transformation process and 
the main impacts expected in the specific field of asset management.
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Abstract

In this study, an application of Digital Twin concept is explored to foster intelligent 
maintenance strategies and enhance the reliability of wind turbines amidst their rapid industry 
growth. It introduces a Petri net-based model that integrates condition monitoring (CM) and 
predictive maintenance processes for managing wind turbine blade assets effectively. The 
process begins with simulating blade degradation scenarios, followed by the inclusion of a 
condition monitoring system that consistently identifies the state of a blade, considering both 
potential underestimations and overestimations of the actual state. Based on these identified 
states, engineers can select appropriate maintenance strategies. By introducing Petri Net (PN) 
modules, our model provides detailed predictions of the health of wind turbine blades under 
various asset management strategies. The proposed Digital Twin model offers a means to 
extend the lifespan of a blade in a cost-effective way.

1. Introduction

The application of digital twin technologies has the potential to revolutionize 
maintenance strategies by enhancing reliability and reducing maintenance costs amidst 
the rapid growth of wind energy [1-2]. Owing to their flexibility and applicability 
for simulating dynamic processes, PNs are used to construct a digital twin of wind 
turbine blade maintenance management, providing decision makers with a realistic 
representation of degradation processes, monitoring process with reliability consideration 
and maintenance actions. Section 2 introduces the proposed methodology. Section 3 
outlines results and conclusions of this research.

2. Methodology

PNs are directed, bipartite, graphical and mathematical modelling tools. They can 
represent the structure of a system as a network of places, transitions, and arcs which 
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describe the flow between conditions and events [3]. The digital twin model consists 
of three modules: a degradation module, a CM module and a maintenance module. 
Stochastic distributions are used to simulate the degradation process of different types 
of defects in the degradation module. The CM module continuously tracks the state, 
considering both potential underestimations and overestimations based on provided 
monitoring accuracies [4]. The monitoring accuracy of the CM system gradually 
deteriorates over time due to an increasing probability of sensor failures. Within the 
maintenance module, engineers grade defects based on size, subsequently determining 
a repair strategy. The specific repair operation required is determined by the defect’s 
severity, categorized in ascending order of severity from Type I to Type IV.

3. Results and conclusions

Blade condition state updates occur in real-time, enabling condition-based 
maintenance decisions through the proposed modules to predict maintenance strategies 
and system lifecycle. The simulation results, shown in fig. 1, examine the impact of 
monitoring system failure rates on repair actions. Monitoring system failure rates 
vary across four defined paths, with failure rates escalating from Path 1 to Path 4. It is 
observed that with accelerated aging, the number of Type II repair actions decreases, 
whereas for Type III and Type IV the number of repairs increase. This trend suggests that 
monitoring systems with higher failure rates are prone to make false state identification, 
hindering timely notifications to engineers and leading to maintenance delays.

Figure 1
Average number of different repair actions under different monitoring accuracy paths

In summary, this study develops a PN-based digital twin maintenance management 
model tailored to wind turbine blades, which incorporates the condition CM process and 
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its reliability. Future research will focus on integrating real-time data from the physical 
structure to update the model, thereby enhancing its accuracy in identifying the actual 
condition state of the blade.
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Abstract

The rapid evolution of educational technologies brings the Internet of Things (IoT) to the 
forefront as a transformative force, poised to reshape conventional teaching and learning 
methods through its network of interconnected devices and systems. This paper introduces 
an innovative IoT device enhanced by digital twin technology, aimed at improving teaching 
efficacy by enabling interactions with virtual replicas of physical objects for immersive, real-time 
learning simulations. The device goes beyond typical educational tools by monitoring classroom 
environmental conditions and assessing student engagement, supported by a web platform for 
educators to evaluate their teaching performances. A practical application involving two uni-
versity teachers demonstrated the device’s potential to significantly improve teaching strategies 
and student engagement, though it also revealed challenges in integrating such technologies 
into educational settings. These findings emphasize the need for ongoing research and devel-
opment to overcome barriers and fully exploit IoT and digital twin technologies in education, 
thus facilitating a more interactive, effective, and personalized learning environment.

1. Introduction

In the rapidly evolving landscape of education, the Internet of Things (IoT) 
emerges as a transformative force, promising to redefine traditional teaching and 
learning paradigms through its interconnected devices and systems network. Integrating 
IoT into educational settings heralds a significant milestone in the journey towards 
more interactive, personalized, and accessible teaching and learning experiences for 
students of all ages, including those in higher education. Despite the potential, the 
body of literature exploring the full capabilities of IoT in education remains relatively 
underdeveloped, highlighting the need for novel proposals to enrich the academic 
discourse within the research community. This paper draws over two important concepts, 
engagement, and comfort. It introduces an innovative IoT device designed to enhance 
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teaching performance through the application of digital twin technology. By leveraging 
the concept of digital twins, this device offers a groundbreaking approach to education, 
enabling teachers and students to interact with virtual replicas of physical objects. This 
interaction enriches the learning experience with immersive, real-time simulations, 
providing a hands-on understanding of complex subjects.

The proposed IoT device goes beyond traditional educational tools by measuring 
environmental conditions within the classroom and sending alerts to teachers, thus 
optimizing the learning environment. Furthermore, it includes features to gauge student 
engagement and comfort, and offers a web platform where educators can review and 
reflect on their daily teaching performance to increase students uptake and engagement. A 
practical application of the IoT-digital twin approach was conducted in a university setting 
with two different teachers to assess its impact. The study provided valuable insights into 
the device’s effectiveness, revealing its potential to significantly enhance both teaching 
strategies and student engagement. However, it also identified limitations and challenges, 
sparking a discussion on the integration of emerging technologies in education. The 
findings from this study contribute to the ongoing exploration of how IoT and digital twins 
can be harnessed to enrich the educational landscape. They underscore the necessity for 
continued research and development in this area, aiming to overcome current barriers and 
fully realize the potential of these technologies in creating a more engaging, effective, and 
personalized learning experience. Through such innovations, the future of education can be 
shaped to better meet the diverse needs of students and educators alike, paving the way for 
a more informed, interactive, and inspired educational environment.

2. State of the Art

As presented in the introduction section, the reviewed literature draws over to 
underpinning concepts: engagement and comfort.

2.1. Engagement

Student engagement in the classroom is a multifaceted parameter involving at least 
three dimensions [1]: behavioural (associated with participation), cognitive (associated 
with mental performance) and emotional (associated with positive or negative reactions 
to different stimuli). Given the wide range of parameters it covers, engagement can be 
considered a good indicator of the quality of students’ learning process and their personal 
development in the classroom [2, 3, 4]. This has prompted research into what methods 
and objectively measurable parameters can and should be taken into account when 
quantifying the level of student engagement [5]. Typically, this work revolves around 
observation of students and their natural performance in the classroom [2]: how many 
times they raise their hands, how many times they interact with peers, what position 
they hold on the chair, what they have on the table, how much they yawn, how many 
interactions they have with devices outside the teaching context (e.g., mobile phones), 
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how much work they have handed in, what grades they have received, how much they 
have received, how many times they have been given a grade, how many times they have 
been given a grade, how many times they have been given a grade, how many times they 
have been given a grade, how many times they have been given a grade. Traditionally, 
this quantification of the level of student engagement is usually done subconsciously in a 
more or less informal way, and also depends on the experience and skills of the teacher.

Thus, engagement can be seen as one of the (multiple) connecting links between 
teacher and learners in the learning process [6]. Paradoxically, most of the studies that 
have been carried out to date look at this link in only one direction: from the learners to 
the teacher. However, it seems that teacher engagement in the classroom can also have a 
significant impact on the learning process of students [7]. In this case, it is evident that the 
aforementioned dimensions (behavioural, cognitive and emotional) cannot be directly and 
fully applied to quantify teacher engagement while delivering a classroom session [8].

2.2. Comfort

Typically, enhancing comfort in indoor environments aims to make individuals 
more relaxed within building interiors. Consequently, various methods to assess indoor 
conditions have been developed, such as the ANSI/ASHRAE Standard 55 [9] and 
the ISO 7730 [10]. In efforts to achieve a comfortable indoor atmosphere, numerous 
research projects have explored different approaches to evaluate comfort in educational 
spaces, offering recommendations to ensure classrooms are comfortable and establishing 
guidelines to maintain suitable conditions [11]. Commonly examined factors include 
thermal conditions [12], humidity levels [13], visual comfort, which involves appropriate 
lighting [14], acoustics [15], and air quality [16]. Additionally, some researchers have 
investigated the influence of design elements such as equipment availability or the 
spatial layout, which can evoke positive emotional responses [17]. Simultaneously, 
numerous studies have examined how indoor environmental conditions affect student 
performance and learning quality. For instance, Montiel et al. [18] discussed how 
inadequate acoustics or external noise disrupts learning and teaching activities. Likewise, 
factors like temperature and humidity significantly influence comfort levels. On this topic, 
Jiang et al. [19] discovered that optimal learning occurs when thermal comfort is balanced, 
while Fisk [20] reviewed ventilation issues in schools and their effects on student health 
and performance. This research highlights potential health issues arising from inadequate 
comfort measures, noting that high humidity can lead to increased fatigue and respiratory 
infections [21], and poor lighting may contribute to myopia [22]. Additionally, the COVID 
Emergency has prompted increased focus on air quality and its health implications [23]. 
However, a review of this research indicates that while these studies primarily focus 
on understanding educational comfort and its outcomes, there has been less emphasis 
on exploring students’ subjective perceptions of the indoor environment in classrooms 
compared to ideal objective conditions. Nonetheless, Frabsson et al. [24] suggest that 
deeper understanding of the relationship between these subjective and objective factors 
could lead to more precise standards for designing indoor environments.
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3. Technological framework

To assess indoor comfort, a custom-designed weather station has been employed 
to monitor the environmental conditions within the classroom. The starting point of this 
IoT tool was previously introduced by the authors in a former article [25]. This station is 
equipped with sensors to measure noise (in decibels dB), temperature (in Celsius degrees ºC), 
humidity (as a percentage %), luminosity (in lux), and air quality (CO2 concentration in 
parts per million ppm). Constructed using the Wio Terminal platform from Seed Studio, this 
prototype (referenced in fig. 1) displays sensor readings on its built-in screen.

Figure 1
Smart IoT device to monitor the classroom activities and environment

Additionally, it wirelessly transmits data using the MQTT protocol for real-time 
analysis to a cloud server that manages both the environmental monitoring system and 
data collection. This server archives the indoor monitoring data for subsequent analysis 
and showcases them on a web-based dashboard. The IoT devices also allows to track 
the lecture performance where the teacher will have to define the values according to 
his class, i.e. he will have to choose the type of class (lecture, interactive, exercises, 
laboratory...), the number of students, the time of the day (morning, afternoon...), the day 
of the week (Monday, Tuesday...) or the breaks he/she is doing during the lecture.

To measure the engagement of students, the platform is inherited form a previous 
work of the authors [5]. The starting point was the systematic identification of a set of 

© University of Deusto - ISBN 978-84-1325-228-5



 EngageMate: Advancing Classroom Interaction with an Intelligent IoT Assistant driven by the Digital... 269

measurable digital characteristics that arise from the use of the inherent sensors (camera, 
microphone, and keyboard) in videoconferencing environments. This data is used to 
calculate the level of student engagement, and an analytical model is devised for its 
quantification. Ultimately, a system based on web technologies captures and monitors the 
digital characteristics, and through the repeated calculation of the analytical model is able 
to obtain the evolution of the level of engagement to make it (exclusively) available to the 
teacher. This information facilitates the deployment of adaptive teaching methodologies 
in synchronous virtual environments, reducing the difficulties presented by this type of 
environment compared to traditional face-to-face teaching models. The ten most relevant 
properties and dimensions of engagement are presented below.

Table 1
Characteristics of engagement

Digital 
Category (CD) (Engagement dimension) Description

Assistance
(Behavioural / Emotional) 
Characteristics associated with the number of participants in the session and 
their variations.

Camera use (Behavioural / Emotional)
Camera status events and their variations.

Voice 
interactions

(Behavioural)
Details (duration, number) concerning voice interventions, as well as the level 
of silence.

Hand raised (Behavioural)
Use of the survey options of the handheld and screen sharing respectively.Screen sharing

Chat 
interactions

(Behavioural / Emotional)
Use of chat, such as the number of messages, number of questions and use of 
emoticons.

(Behavioural)

Sound 
analysis Sound quality, noise, volume and discontinuity.

Facial emotion (Emotional)
Identification of participants’ emotions.

Lip movement (Behavioural/Emotional) Detections of yawning or interactions with people 
outside of the training session. videoconferencing.

Eye-tracking (Emotional)
Characteristics that emerge from the participants’ direction of vision.
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These categories are fed into a formula called ENQUA(t) that calculates the 
engagement. The way each factor is obtained can be illustrated in figure 2.

Figure 2
Diagram of the architecture of the software system deployed on the teacher’s computer  

(on the right, in blue). The software connects to a videoconferencing session (Zoom or Teams) and 
extracts the available information in real time (see table 1)

From this systematised collection of digital data, the analytical model is run 
repeatedly, making the calculated engagement level values available exclusively to 
the teacher on a dashboard. Note that, at the architectural level, this approach could 
be seen as a particular case in which principles of both edge computing (calculation 
of the engagement level on the border device) and cloud computing (extraction 
of the parameters associated with the Digital Categories from the cloud of the 
videoconferencing service provider) are combined. Although this tool was specifically 
designed to monitor student engagement in synchronous virtual environments, it 
could also be used to monitor teacher engagement, not only in synchronous virtual 
environments but also in face-to-face sessions (as intended in this paper). Thus, the 
teacher would have to (1) create a videoconference session in which he/she would 
be alone, (2) configure the software to connect to that session, and (3) adjust the 
parameters of the ENQUA(t) analytical model so that the data displayed on the 
dashboard would be adjusted to the new reality being monitored (teacher engagement 
instead of student engagement). In essence, some characteristics from Table 1 where 
removed to stick with Sound analysis, Facial emotion, Lip movement, Eye-Tracking 
and Voice interactions.
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4. Experiments to measure engagement and comfort

Two sessions with two teachers have been carried out with the following 
characteristics:

— Experiment 1. This experiment is focused on observing whether there are 
relevant influences on the teacher’s level of engagement associated with different 
body and eye behaviours. For this purpose, the teacher deliberately alternates 
various body postures, inside and outside the camera capture frame, as well as the 
fixation or withdrawal of the gaze directed at the materials being explained. This 
experiment aims to evaluate whether the software is able to measure the level of 
engagement when the teacher moves naturally or, on the contrary, the teacher 
must be looking at the laptop camera at all times.

— Experiment 2. This experiment is focused on observing the software’s ability to 
measure the teacher’s level of engagement. To this end, the teacher delivers the 
same session twice and deliberately changes his or her style, mood and emotional 
state (happy or joyful) from one session to the next in an attempt to present 
different levels of engagement. This experiment aims to evaluate the feasibility 
of using the software to measure the teacher’s engagement, with the aim of 
providing a further tool to support teaching.

Both experiments were conducted using a laptop computer, connected to a Zoom 
session, which was monitored by the system [5] in real time. The results of the teacher’s 
engagement level were accessible via the web interface from another computer so as not 
to influence the teacher’s behaviour.

5. Results

For the 1st experiment, two professors from the University of Deusto in Bilbao, 
Spain, were chosen along with a third professor who facilitated the session. Both 
instructors were tasked with presenting a five-minute lecture on a well-known topic 
using identical slides to control for content differences. They delivered the lectures 
under two scenarios: one under ideal conditions where they sat facing the camera with 
consistent eye contact, and another under less controlled conditions where they stood, 
occasionally moved out of the camera’s main focus, and did not maintain continuous 
eye contact. This was intended to mimic a more dynamic teaching environment. The 
objective was to maintain uniformity in the delivery across repetitions to ensure that 
any differences in engagement levels were attributable solely to their body language and 
eye dynamics. Figure 3 illustrates the engagement levels of each teacher during these 
conditions. Teacher 1 exhibited a neutral delivery style, while Teacher 2 displayed a more 
dynamic approach, generally eliciting positive emotions. However, despite these stylistic 
differences and scenarios, the observed variations did not significantly influence the 
measured engagement levels, suggesting the teacher engagement measurement software 
remained effective under varying conditions. This experiment underscores the system’s 
versatility and reliability in different instructional contexts.
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Figure 3
Evolution of the engagement level in experiment 1.  

(a) teacher 1 under ideal conditions,  
(b) teacher 2 under ideal conditions,  

(c) teacher 1 under non-ideal conditions,  
(d) teacher 2 under non-ideal conditions

For the 2nd experiment ,the same teachers were selected to deliver a five-
minute lecture on a topic they were both well-versed in, under two distinct conditions: 
(1) Ideal conditions, where the teachers were enthusiastic, engaging through gestures, 
movement, and rhetorical questions to make the session lively, and (2) Non-ideal 
conditions, in which the teachers merely stared at the screen and read the content 
monotonously, simulating the effects of teacher fatigue or burnout. The aim was to 
keep the content delivery consistent across both scenarios to ensure any observed 

© University of Deusto - ISBN 978-84-1325-228-5



 EngageMate: Advancing Classroom Interaction with an Intelligent IoT Assistant driven by the Digital... 273

differences in engagement were solely due to the delivery style. Figure 4 illustrates 
the engagement levels for each teacher under these conditions. Teacher 3 managed 
to maintain high engagement despite occasional sadness, which temporarily reduced 
engagement. Teacher 4, under ideal conditions, displayed high engagement facilitated 
by positive emotions but experienced a slight dip in engagement when out of camera 
focus. Under non-ideal conditions, the presence of negative emotions correlated with 
lower engagement levels. These results confirm the system’s ability to detect variations in 
teaching style and engagement. This experiment supports the system’s potential as a tool 
for teachers to self-assess and adjust their engagement levels during sessions.

Figure 4
Teacher 3 under ideal conditions,  

(b) teacher 4 under ideal conditions,  
(c) teacher 3 under non-ideal conditions,  
(d) teacher 4 under non-ideal conditions
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6. Conclusions

This paper demonstrates the significant potential of integrating Internet of Things 
(IoT) and digital twin technologies in educational environments to enhance both teacher 
and student engagement and comfort in classrooms. The innovative IoT device discussed 
facilitates interactions with virtual replicas of physical objects, offering immersive, 
real-time learning experiences. By monitoring environmental conditions and student 
engagement, and providing a web platform for educator feedback, this tool goes beyond 
traditional educational approaches. The implementation of this technology in a university 
setting revealed its capability to significantly improve teaching strategies and increase 
student engagement, although it also highlighted the challenges of integrating such 
advanced technologies in current educational frameworks. The experiments conducted 
illustrated that the system could effectively measure and sustain teacher engagement 
under varying conditions, indicating its robustness and adaptability. Moreover, the study 
underscores the importance of continued research and development to fully harness the 
capabilities of IoT and digital twins in education. Such technological advancements can 
lead to more dynamic, effective, and personalized teaching and learning experiences, 
ultimately shaping the future of education to better meet diverse needs. Therefore, this 
research contributes valuable insights into the transformative potential of IoT and digital 
twin technologies in enhancing educational settings by providing a more interactive, 
informed, and comfortable learning environment for students and educators alike.
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Abstract

Determining the exact relationships between each component that comprises a digital twin 
is necessary for its definition. This study is focused on fully digitizing maintenance activities 
within a specialized railway maintenance provider. Exploring ontologies reveals relationships 
that are required to be determined, connecting the entities with essential data sources to build 
the digital twin of workshop maintenance management process. Objectives include ensuring 
traceability of records and timely data interpretation. This facilitates defining optimization levels 
and automation in decision-making, predicting risk levels during each review. Results reveal 
that the digital twin definition process starts by determining relationships among subsets of 
elements or entities in the maintenance process in a determinate domain and with the specific 
semantic. The research’s potential extends to all rolling stock elements, emphasizing the cur-
rent focus on specific mandatory inspections.

1. Introduction and background

To build an accurate and useful digital twin, it is necessary to have a well-
defined ontology. An ontology is a conceptual model that describes entities and their 
relationships within a specific domain (Bao et al., 2021). It provides a shared vocabulary 
and semantic structure that enables accurate and consistent representation and sharing of 
knowledge. The main contribution of this study is to lay the foundations of a model to 
integrate, represent and relate the entities and data of a railway equipment maintenance 
management process and, from there, the creation of digital twin. For this purpose, a 
9-phase process is proposed that considers from the definition of the object, through the 
identification of domains and ontologies, to the agile testing of the same models in order 
to obtain a rapid improvement in each twin.

Recent findings reveal a rapid increase in publications on “Digital Twin Railway 
Ontology” in the last four years, comparisons indicate an early-stage development in 
railway exploration. The focus remains on engineering stages, linking BIM models to 
digital twins, rather than representing railway processes directly. Out of 362 SCOPUS 
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studied results until 2022 for “Railways Ontologies”, only three are related to the 
Railway, suggesting a wide opportunity for model development and scientific discourse 
on that topic. Railway field studies emphasize the unique heterogeneity and complexity in 
rolling stock and infrastructure data due to the industry’s historical roots.

Complex studies, like that by (Li et al., 2022), highlight the use of ontology as 
a knowledge expression method in digital twin composition, integrating entities with 
key elements. Extracting concepts from (Kim et al., 2020), a standardized structure for 
defining entities and classification, based on relationships, forms the foundation for 
building a digital twin. Rescued concepts for constructing data models include Class 
Subclass, Entity, LOD, Domain, relationship, and connection point, crucial for digital 
twin development. (Crespo Márquez, 2022a) proposes a model dividing the process into 
systems, involving data extraction, transformation, and conversion, leading to various 
systems for effective digital maintenance management. The ontology modelling of the 
complex system is implemented with the six basic elements of Graph, Object, Point, 
Property, Role, and Relationship (Lu et al., 2019).

2. Conceptual model

The development of a successful digital twin requires a solid methodological 
foundation that integrates management and computer concepts. The fundamental task is 
to define entities and relationships (ontologies) in order to form the Digital Twin’s data 
model, which raises the question of where to begin.

2.1. Bases for Digital Asset Definition

Addressing this, a minimums steps to define a Digital Asset are showing in figure 1, 
acting as a guide for managing projects involving the generation of digital twins. Even 
while these processes seem straightforward, there is frequently a lack of practical vision. 
In digitization projects, diverse perspectives contribute to data confusion (Nagorny et al., 
2020) necessitating methodologies to bring order. The proposed steps, crucially applied in 
our research, align the efforts of various agents involved in twin creation (technologists, 
clients, academia, business, financial).

stEP 1. digitaL oBjEct dEFinition

In order to define a Digital Asset in accordance with the value-adding principle, a 
physical thing must exist digitally (UNE-ISO 55000, 2015). A clear business objective 
should be the first step in defining the purpose. Once the purpose has been established, 
the element to be represented —physical assets, procedures, or services— must be 
determined.
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Figure 1
Minimum steps to define the Bases of a Digital Asset

stEP 2. dEFinE thE contExt oF digitaLization (FraMEWork sELEction)

The selection of a management framework is essential, with an emphasis on 
managing physical assets and associated processes to achieve corporate goals. Asset 
managers anticipate varied scenarios based on asset configuration, necessitating diverse 
management needs, including asset criticality determination (Crespo Márquez, 2022b).

stEP 3. rELEvant EntitiEs

Hierarchical attributes are used to identify single entities until an asset is defined 
(Malakuti et al., 2020).

stEP 4. idEntiFication oF doMains

In defining entities, it is important to specify where they belong or not. Contexts are 
identified as domains, ensuring the inclusion of properties from diverse sets and domains 
(Fujitsu et al., 2021).
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stEP 5. cLass idEntiFication

Classification is essential in creating a digital twin, describing heterogeneous 
attributes through ontology modelling (Bao et al., 2021).

stEP 6. dEFinition oF unitary ruLEs – EntitiEs rELationshiP

Unitary rules define the Digital Asset, determining relationships, including 
criticality for asset maintenance management (Crespo Márquez, 2023).

stEP 7. digitaL tWin data ModEL

The Digital Twin integrates data and information about each asset, evolving along 
the life cycle with two main data models: Engineering models and Data-driven models 
(Talkhestani et al., 2018).

stEP 8. dEvELoPMEnt oF MvP (MiniMuM viaBLE Product)

To avoid stagnation, develop small prototypes to measure success or failure, 
minimizing risk and time (Robinson, 2001).

stEP 9. incrEasE and corrEct

Recalibration is essential in the dynamic construction of digital twins, closing the 
Improve loop in the proposed DMM framework (Candón et al., 2019).

2.2.  Use Case: Procedure for the design of the Digital Twin, Rolling Stock 
Maintenance & Depot. Mandatory Inspections

What should be done if paper is the starting point for creating a high-level digital 
twin? Can this industrial issue be met directly? The current use case’s development 
aims to provide answers to these issues. As a first step, Table 1 shows the business 
objectives (to be achieved with the Digital Twin), the objects and the relationship with the 
RAMI 4.01 and IIRA2 models in each of its layers.

1 RAMI 4.0: Reference Architecture Model for Industry (Plattform Industrie 4.0 RAMI4.0, 2018).
2 IIRA: Industrial Internet Reference Architecture (Shi-Wan Lin (Thingswise/Intel, 2022).
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Table 1
Object definitions elements

Business 
objectives

Functions / 
Objects Description RAMI 4.0

Layers
IIRA  

Layers

Digitization 
of “Suitability 
for Service”

Asset control

Real time control of location, sit-
uation, status and certification of 
machines and components. Asset 
KPIs.

Business Business 
view point

Workshop 
control

Real-time control of workshop pro-
cesses and their resources. Business Usage

view point

Client interface Client access to fundamental data 
of the contracted service. Business Usage

view point

Fitness for 
service control 
and traceability

Certificate control and traceabil-
ity of regulated/mandatory mainte-
nance tasks.

Business Usage
view point

Maintenance 
optimization

Degradation 
prediction

Flange degradation prediction 
based on measured data and re-
corded machine operation data by 
GPS.

Functional Usage
view point

Scheduling 
and planning 
optimization

Optimization of the scheduling of 
preventive tasks (dynamic preven-
tive maintenance) Tasks and fre-
quencies that can be modified.

Functional Usage
view point

For them they have selected 3 types of digitized elements and specifically the use 
case focuses on the following systems:

— Physical asset: Rolling system / Axle wheel degradation.
— Process: Completion of the biannual review IS2.
— Service: Control of “Fitness for Service”.

In this regard, once the model’s design has been defined, it is necessary 
to characterize the data inputs and outputs generated as a result of the suggested 
reengineering process. This reengineering takes into account the technologies to be 
integrated and, particularly, the use of a maintenance information system as a basic 
support for the digitalization of maintenance processes (figure 2).
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Figure 2
Schema of relationship of data, systems, technologies, and processes

In digitalization, initiating with a Computerized Maintenance Management System 
(CMMS) is key. Choosing and integrating CMMS wisely, instead of building a platform 
from scratch, offers significant benefits. This streamlined approach avoids unnecessary 
elements, ensuring efficient model exploitation. When creating a new digital twin for 
different processes, entities can be easily redefined with specific attributes for diverse life 
cycle stages. For example, data needed in Design differs from Maintenance, Operations, 
or Financial Management. The atomized nature enables a customized digital asset 
representation through a dedicated ontology.

data and systEMs rEQuirEMEnts

The definition of the system architecture necessary for data extraction, 
transformation, and processing is another crucial step in the production of digital twins. 
This ensures timely availability of structured data aligned with the process-specific 
ontology. The architecture encompasses layers such as Data Source, Provisioning, 
Storage, Processing, and Consumption (see figure 3).
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Figure 3
Data & System Architecture

cLassiFication and doMains

The stage preceding digital twin construction involves defining its classes and 
domains. Crucial attributes determining the digital asset and its context are established. 
Attributes can be single values or functions composed of others derived from a specific 
model. In our case, we delineate entities for mandatory inspection within the rolling 
system, encompassing assets, tools, and resources.

EntitiEs ontoLogy and data ModEL oF digitaL tWins

The integration of elements defined in figure 1 results in a scheme facilitating the 
individualization and interrelation of various components: data, systems, processes, 
people, and technologies. This scheme paves the way for constructing the digital 
twin. This model (represented in figure 4) is crafted in the latter part of our study as a 
Minimum Viable Product (MVP). It serves as the foundational structure for computing 
relationships, giving rise to the digital twin overview.
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Figure 4
Ontology and data Model Schematic Overview

2.3. Future Actions (MPV): Ontology developed on PROTEGÉ

The next steps aim to develop an ontology scheme in already exists software for 
ontology creation and management (Standford, 2023.) like a Protégé®. With a user-
friendly graphical interface, Protégé allows intuitive ontology creation, editing, and 
visualization. Leveraging the OWL (Ontology Web Language), it is widely utilized in 
ontology research. Protégé empowers users to define classes, properties, instances, and 
relationships within domains. It facilitates ontology import/export, seamlessly integrates 
with other tools, and incorporates reasoning engines. The ongoing research involves using 
Protégé or another similar tools to create a real ontology, forming a structured foundation 
for transforming assets into data for the digital twin model.

3. Conclusions

The study’s primary contribution is establishing a management process to define 
a digital twin in a 4.0 industry associated standard, particularly in railway maintenance 
management context. Although industry opinions on this matter are not currently 
100% defined, our process collects your best practices and presents them as a step-by-
step encouraging research and possible advancement. The model argues for practical 
knowledge reflection in ontologies defining digital twins. Aligning with models 
proposed in RAMI4.0 and IIRA brings a broader context to the management level 
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beyond IT (Information Technology) and OT (Operational Technology) environments. 
Connecting the digital and management worlds is crucial, avoiding digitization without 
a clear purpose. Systemic perspectives and hierarchical decision-making, considering 
criteria like criticality, are vital in digital twin creation. The study aims to kick-start 
discussions on standard management models in the railway context, fostering practical 
and applicable digital twins in the industry.
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Abstract

Prognostics is the ability to acquire knowledge about events before they occur. In industrial 
settings, prognostics primarily revolves around predicting the remaining useful life (RUL) of 
assets. Data-driven (DD) prognostics models capture complex fault-to-failure dynamics but 
lack of explicability in predictions. Physics-based models make use of physics-of-failure models 
to predict RUL, albeit at the expense of reduced accuracy compared to DD models. In this 
context, hybrid prognostics models combine both data-driven and physics-based approaches 
to enhance accuracy and explicability of results. This paper reviews authors’ experience in the 
development of hybrid prognostics solutions applied to power and energy assets.

1. Introduction

The reliable operation of power assets is crucial to ensure the efficiency of 
the power grid. However, emerging issues, such as intermittent renewable energy 
dependencies on weather conditions, fast-switching operation dynamics, and the ever-
dominant power-electronics reliability, complicates the efficient and reliable operation 
power equipment.

Prognostics and health management (PHM) is a health management paradigm, 
which encompasses different predictive applications for an improved reliability 
management of engineering systems. PHM is at the hearth of condition monitoring 
technology, where datasets and engineering knowledge cooperate to develop anomaly 
detection, diagnostics, and prognostics solutions. Failure prognostics aims to predict the 
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remaining useful life (RUL) of assets to assist asset-management teams in condition-
based monitoring and maintenance activities and is the focus of this review. As shown 
in figure 1 this is achieved through the identification and modelling of system stressors 
from the initial time instant, t1, up to the prediction time instant, tp, {y1, …, yp}, and their 
influence on the component or system health. Diagnostics tasks focus on current health-
state estimation, i.e. at the instant tp and prognostics focuses on future RUL estimation 
based on hypothetical likely stress trajectories and end-of-life (EOL) criteria.

Figure 1
RUL concept [1]

The RUL estimation focuses on the quantification of future operation and 
degradation trajectories, and therefore, it should be determined including uncertainty 
estimates. The RUL specification including uncertainties can be performed with the 
probability density function (PDF). From the PDF of the RUL, it is possible to infer 
different statistics, such as mean, maximum and minimum RUL values.

Hybrid prognostics methodologies are gaining momentum owing to their ability 
to model physics-based ageing phenomena along with data-driven operation and 
degradation trajectories [2]. Compared with classical data-driven prognostics methods, 
their main advantage is the ability to provide reliable prognostics estimates regulated 
by physics laws. Accordingly, in this paper a brief review of the authors’ experience 
is provided in the application of hybrid prognostics methodologies for power asset 
prognostics.
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2. Hybrid Error-Correction for Power Transformer Prognostics

Transformers are key components for the safe and reliable operation of power grids. 
The degradation mechanisms of transformer subsystems are complex, surrounded by 
uncertainty, and in some cases, not directly measurable. This is the case of the insulation 
degradation, which is one of the major transformer failure causes. The main factor that 
affects insulation degradation is the hottest-spot temperature (HST), θH. The transformer 
insulation heat is distributed over different surface areas, and this complicates the 
HST estimation process. Accordingly, it is generally indirectly estimated from top-oil 
measurements, θTO.

In this context, as shown in Figure 2, a hybrid transformer prognostics model has 
been proposed [2]. The approach starts from the hybrid probabilistic thermal modelling 
stage. The hybrid model integrates physics-based and probabilistic forecasting models 
adapted for transformers operated in renewable energy applications. This is achieved 
through the integration of a thermal model with probabilistic forecasting models in an 
error-correction configuration. For the probabilistic lifetime estimation, the approach 
is subsequently embedded in a probabilistic lifetime estimation framework to integrate 
the hybrid forecasting estimates within the lifetime model and propagate associated 
uncertainties. The integration of uncertainty enables to design a prognostics approach 
which provides uncertainty bounds according to the model confidence.

Figure 2
Hybrid transformer prognostics framework [2]

As shown in figure 3, the hybrid probabilistic thermal model focuses on the 
integration of probabilistic error forecasting model, pdfeθτο , with the IEC 60076-7 
standard-based transient thermal model. The standard defines a simplified physics-based 
model for transformer thermal modelling.
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Figure 3
Error-correction configuration [2]

The design of the error correction model is based on probabilistic forecasting 
strategies. Namely, a set of models are designed including lagged TOT influential 
variables, such as oil time constant and cross-correlation delayed variables, and the best 
model is selected based on the Continuously Ranked Probability Score, which is an error 
metric for PDFs [2]. A probabilistic error forecasting example is shown in Figure 4, with 
probability of occurrence values associated with different prediction values.

Figure 4
Probabilistic error forecasting result example [2]

After selecting the most accurate error forecasting model, accurate HST predictions 
are obtained, specified as full PDFs. The HST predictions are then connected to the 
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transformer lifetime equation model, which models the loss-of-life during an operation 
period T, LoLTt (T) defined as follows [2]:

 LoLTt(T) = ∑T
i=1 υ(ti)∆t (1)

 υ(t) = 2(98–ΦH(t))/6 (2)

where ∆t is the sampling rate, υ(t) is the ageing rate, and θH is the transformer HST given 
in Kelvin [K].

To integrate different sources of uncertainty the transformer lifetime model is framed 
within a Particle Filtering approach, which integrates measurement and process noise and 
enables the RUL estimation under uncertainty. The proposed approach is tested and validated 
with monitored data of a distribution transformer operating on a floating solar power plant. 
Figure 5 shows obtained RUL prediction examples for different loading profiles.

Figure 5
RUL prediction for different generation loads [2]

The paper informs asset-management teams on how they can improve transformer 
lifetime prediction practice by accurately considering uncertainty and fast-switching 
events coming from renewable energy sources [2].

3. Physics Informed Neural Networks for Transformer Prognostics

Physics informed neural networks (PINNs) were introduced by the seminal work 
by Raissi et. al. [3]. PINNs regulate the learning of the architecture of the Neural 
Network (NN) through a physics-based equation, instead of a data-driven loss function 
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as in classical NN architectures. The PINN concept is shown in figure 6, where x and t 
are spatiotemporal inputs, which are processed through neurons in different layers. The 
outcome of the net, û, is differentiated with respect to time and space, and finally, the 
residual function is defined which integrates previous derivatives and the prediction of 
the net, according to a partial differential equation (PDE).

Figure 6
PINN general architecture example [4]

The loss function integrates the residual along with initial and boundary conditions 
and this is used to regulate the weight and bias of the NNs. Training PINNs is a 
challenging process. Training points include residual points (Nr), initial conditions (N0), 
boundary condition values (Nc). If available, measurements may be used to guide the 
training process and validate the obtained results.

For power transformers, the heating process can be modelled through basic heat-
diffusion model [4]:

 
k ∂

2Θ0

∂x2
+q = ρcp

∂Θ0
∂t

⇒ ∂2Θ0

∂x2
+ q
k
= 1
α
∂Θ0
∂t  

(3)

where θTO is given in Kelvin [K], k is the thermal conductivity [W/m.K], cp is the specific 
heat capacity [J/kg.K], ρ is the density [kg/m3], q is the rate of heat generation [W/m3], 
and α is the thermal diffusivity [m2/s].

Figure 7 shows the thermal parameters of the heat-diffusion equation model, 
considering a uniform heat source, q(t) and convective heat transfer, and boundary 
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conditions, i.e. ambient temperature at the bottom of the tank and top oil at the top of the 
top of the tank.

Figure 7
Transformer heat diffusion model [4]

The loss function can be accordingly modelled as:

 Loss =MSEΘ0
+MSEPk +MSEΘΛ

+λrMSEr  (4)

where the residual point is evaluated through minimization of the residual, and the rest of 
variables are minimised with respect to measured values.

The PINN transformer model is accordingly applied to the case study introduced 
in [4]. In order to validate the solution, firstly PDE is solved using numerical solvers, and 
PINN results are compared with PDE solver results as shown in figure 8.

Figure 8
Spatio-temporal transformer oil estimation via PDE (left) and PINN (right) [4]
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Subsequently, after validating the obtained PINN model, it is possible to couple the 
PINN model with the lifetime estimation model in Eq. (1) to estimate the lifetime.

4. Hybrid Probabilistic Error-Correction for Drone Battery Prognostics

Health monitoring of remote critical infrastructure is a complex and expensive 
activity due to the limited infrastructure accessibility. Inspection drones are ubiquitous 
assets that enhance the reliability of critical infrastructures through improved 
accessibility. However, due to the harsh operation environment, it is crucial to monitor 
their health to ensure successful inspection operations.

The battery is a key component that determines the overall reliability of the 
inspection drones and, with an appropriate health management approach, contributes to 
reliable and robust inspections. In this context, as shown in figure 9, a hybrid probabilistic 
approach for battery end-of-discharge (EOD) voltage prediction of Li-Po batteries has 
been proposed [5]. The hybridization is achieved in an error-correction configuration, 
which combines physics-based discharge and probabilistic error-correction models to 
quantify the aleatoric and epistemic uncertainty.

Figure 9
Uncertainty-aware battery health management approach [5]

For the error-correction stage, a probabilistic Convolutional Neural Network 
(CNN) has been developed due to its feature extraction and uncertainty estimation 
capability. Identifying and quantifying uncertainty in drone operations is crucial. 
Aleatoric uncertainty increases due to the inherent randomness within the system, such as 
wind variability, sensor errors, and diverse operational conditions. Conversely, epistemic 
uncertainty arises from a lack of knowledge, including modelling errors. Therefore, 
distinguishing between these types of uncertainties is essential for effective decision-
making, as it enables operators to mitigate risks associated with uncertain information.

The use of CNN with Monte Carlo dropout demonstrates that integrating dropout 
during both training and testing phases, significantly improves the robustness of CNNs 
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providing a more comprehensive probabilistic interpretation of model predictions [6]. The 
structure of the proposed CNN based error-correction model is shown in figure 10.

Figure 10
Structure of the proposed uncertainty-aware CNN architecture [5]

Based on the prediction error, figure 11 shows the complete voltage drop of a 
single-cell battery with the associated uncertainty for a real inspection drone flight. It 
clearly differentiates between two sources of uncertainty, enhancing the accuracy of the 
predictive probability.

Figure 11
Estimation of EOD Voltage of a battery cell in a drone flight using CNN MC dropout [5]
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The proposed approach has been tested with different probabilistic methods (QLR, 
QRF and QGB) and demonstrates 14.8% improved performance in probabilistic accuracy 
compared to the best probabilistic method (QGB). In addition, aleatoric and epistemic 
uncertainties provide robust estimations to enhance the diagnosis of battery health-states.

5. Conclusions

Hybrid configurations are gaining momentum in the prognostics and health 
management arena owing to the improved prediction accuracy and interpretation of the 
model and obtained results. Focusing on prognostics models, this paper reviews authors’ 
experience in the development of hybrid prognostics solutions for different power assets.
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Abstract

Currently, predictive maintenance is already gaining popularity across a wide range of 
industries due to its ability to forecast system performance and apply dynamic maintenance 
solutions that provide better outcomes and financial advantages. However, according to the 
fact that conventional maintenance paradigms continue to be the common solutions, there are 
some challenges needed to be addressed to broaden the real application of condition-based 
maintenance. This paper discusses Digital Twin (DT) as a potent tool for advancing and assisting 
with predictive maintenance (PdM) in engineering domains. The framework of digital twin-as-
sisted predictive maintenance (DT-PdM) is proposed with regard to industrial complex systems. 
A pilot study is conducted as preliminary and fundamental research to test the feasibility of the 
proposed framework.

Keywords. Digital Twin, Predictive Maintenance, Complex System, Real-Time Monitoring, 
Intelligent Maintenance.

1. Introduction

As a crucial part of production systems, maintenance strategies support engineers 
and managers to conduct manufacturing processes with high quality, productivity, and 
reliability while also reducing costs and saving energy (Gutschi et al., 2019). Traditional 
maintenance strategies for Corrective Maintenance and Preventive Maintenance are exposed 
to many limitations, like longer and unnecessary checking time, higher costs, and loss of 
production capacity, which stress the significance of alternative maintenance approaches 
(Demichela et al., 2018). At present, though the concept of Predictive Maintenance (PdM) 
brings more potential in the maintenance field as an intelligent maintenance strategy, with 
the consideration of decreasing the unnecessary checking time and releasing the maximum 
production capacity of the system (Gutschi et al., 2019), conventional maintenance 
paradigms continue to be the common solutions. Three crucial challenges are present:

1. Expand the application of PdM from single component to complex systems. Till 
now, single component is commonly focused by researchers when conducting 
PdM. However, such methods are limited when coming to system levels, 
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especially complex systems in process industries with the characteristic of the 
diversity of specialized equipment and machinery (Duffuaa et al., 2024).

2. The reliability of analysis approaches and the dependability of analysis 
results. To broaden the application range of PdM strategies and convince 
actual industry practitioners, methodology credibility is one crucial part, with 
consideration of reliability of analysis approaches, dependability of analysis 
results, and the most important part: explainability of each research step and all 
results.

3. The availability of timely feedback from the analysis through modeling and 
simulation. To differ from traditional passive maintenance approaches, PdM 
benefits by providing proactive solutions, involving dynamic monitoring 
and real-time responsiveness. Thus, the design of PdM approaches should 
maximize these advantages in real cases, with clarified needed resources as 
input, expectable results as output, and a well-defined operating process in actual 
industry domains that guarantee feasibility.

This study aims to explore the potential of the Digital Twin (DT) as a prominent 
solution for the above challenges. As a burgeoning concept that has gained tons of 
attention since it was first introduced in 2002, DT shows its advancements in combining 
streaming Industry 4.0 technologies, such as the Internet of Things (IoT), cloud and 
edge computing, machine learning and artificial intelligence, modeling and simulation 
approaches, and others (Flammini, 2021; Sen et al., 2023; Koo and Yoon, 2024). Zio 
and Miqueles (2024) comprehensively summarize the potential and effectiveness of 
DT applications in the domains of safety analysis, risk assessment, component health 
monitoring and predictive maintenance in the engineering domains. Current researchers 
and engineers do not hold uniform recognitions for DT, but with one common perception, 
which is to create a “virtual replica”, or “virtual space”, “digital systems”, “digital 
replica” to replicate the behavior of physical entities (Lin et al., 2023; Sama et al., 2023). 
With this characteristic, DT is naturally appropriate to be applied in the PdM field, since 
the virtual replica supports modeling and simulating the behavior of physical entities 
and further conducting prediction activities based on their behavior models without 
influencing their planned operating activities. Therefore, a digital twin-assisted predictive 
maintenance framework (DT-PdM) is designed in the following part with preliminary 
research through a pilot study. The results of this study are expected to draw a relatively 
transparent and feasible pattern of digital twin-assisted predictive maintenance for 
complex systems.

2. Digital twin-assisted predictive maintenance framework (DT-PdM)

This section explores the potential of DT to assist with the above-mentioned 
challenges from the perspective of theories. The DT-PdM is provided as shown in 
figure 1, how does this framework benefit addressing concerned challenges are discussed 
accordingly.
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Three layers are defined in the designed framework, which align with three types 
of DT according to the way it has been deployed: digital model, digital shadow, and 
digital twin (Epiphaniou et al., 2023). Specifically, Digital Model stresses function 
achievement without considering automatic data exchange. Digital Shadow achieves one-
way automatic data transmission from a physical entity to its virtual counterpart, while 
Digital Twin also involves the data exchange from digital to virtual objects. Based on it, 
the DT-PdM defines three main layers, as well as involved elements, technologies, actual 
operations, analysis approaches, and expected functions.

— PdM Digital Model: As the first layer, the PdM Digital Model aims to achieve 
functions of data acquisition, data manipulation, and predictor training, which is 
regarded as the foundation for later layers. The model is limited in historical data.

— PdM Digital Shadow: The second layer achieves the function of prediction 
towards real-time data, with the support of simulation technologies.

— PdM Digital Twin: The final layer clarifies the physical object and its virtual 
counterpart as replica.

The interaction between them is defined.

Figure 1
Digital twin-assisted predictive maintenance framework
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2.1. PdM Digital Model

In the layer of PdM Digital Model, data acquisition is supported by the deployment 
of multiple sensors in complex systems through the application of IoT technology. 
In actual scenarios, the deployment of sensors in this part, e.g., mainly relies on 
the experiences of experts in order to collect run-to-failure data on target systems. 
This part could be conducted in experimental scenarios. Collected run-to-failure data 
forms the historical data repository, which is furtherly used in data manipulation and 
predictor training processes. Within the analysis process, machine learning techniques 
and modeling approaches are significant, where machine learning techniques such as 
Principal Component Analysis (PCA) are applied to extract the Health Index, which 
represents the health situation of target systems with a degradation trend. Modeling 
techniques such as stochastic process modeling benefit modeling the degradation process 
of complex systems, contributing to the parameter repository.

The first challenge is expected to be addressed in this layer, by collecting data for 
complex systems instead of single component or facility. Moreover, the defining of 
the health index from machine learning techniques tackles the difficulty of processing 
high dimension data, which is also a common problem faced in challenge 1. Especially, 
the reliability of the Health Index extracted from high dimension sensor data is 
significant, and whether it can be used to represent systems’ health situation is discussed 
theoretically. According to Mackiewicz and Ratajczak (1993), PCA technique aims to 
find the PCA space to represent the direction of the maximum variance of the given data. 
When comes to actual system operating processes in industrial fields, the maximum 
variance direction is connected to the degradation trends of target systems, and it is with 
high confidence level that sensors deployed could catch systems’ degradation trends 
after a long-time running. In this case, it is achievable to model the system behavior with 
considering its degradation.

2.2. PdM Digital Shadow

The PdM Digital Shadow layer stresses to conduct initial and dynamic prediction 
based on the built parameter repository from the first layer. The parameter repository 
collects modeled stochastic degradation process parameters, it supports the simulation 
for new systems. The prediction functions are achievable through three aspects: when 
comes to a new system without any monitored data available, the initial prediction 
could be conducted based on the statistic of historical data of similar systems. Once the 
initial health situation of this system is available, for example, the initial health index 
is gained after its deployment, simulation techniques such as Monte Carlo approach 
helps to simulate all possible degradation routes. Each possible route contributes to one 
possible lifetime according to predefined failure thresholds, thus, the Remaining Useful 
Life (RUL) could be calculated in the different conditions. Moreover, during the system 
running process, with conditional (real-time) data available through timely monitoring, 
simulation approaches provide more precise prediction results for target systems. All 
prediction results support the decision-making processes, helping to design customized 
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maintenance strategies, involving intelligent warning system, barrier management, risk 
management, and other operations like cleaning, inspection, replacement, etc. With 
designed modeling, simulation as well as decision-making process, the second challenge 
is expected to be addressed after the second layer.

2.3. PdM Digital Twin

PdM Digital Twin aims to benefit the last challenge: the availability of timely 
feedback from the analysis through modeling and simulation. In this layer, DT related 
resources, technologies are broadly applied. With prediction functions achieved in 
the PdM Digital Shadow, the time consuming is massive, which hinders availability 
of timely feedbacks in real scenarios and influences the afterward decision-making 
processes. In order to solve this problem, Neural Network approaches are applied in this 
layer to train time-saved simulators forming the twinning process based on procedures 
defined in PdM Digital Shadow. Here provides the mechanism of the prediction process: 
complex systems are defined as the physical entity in DT with the help of IoT, its 
operating data is transmitted into the twinning process. Trained time-saved simulators 
take such data as input and predict the output in a timely manner, and the output is 
defined as systems’ current health situations and dynamic updated RUL values. On 
the other hand, following the customized maintenance strategies defined in the virtual 
replica, the twinning process transmits them back to the physical entity, and reflects 
them as practical operations.

The configuration deployment in the twinning process needs to be supported by 
multiple technologies, for example, Could/Edge Computing benefits data management, 
response time, energy efficiency, and even cybersecurity. Visualization technologies 
facilitate interactions between operators and complex systems with better Human-Machine 
Interface (HMI) defined and applied. The adoption of Programmable Logic Control (PLC) 
guarantees the information transmission from the virtual replica to the physical entity. The 
actions or activities decided in the virtual replica are transferred as actual operations in 
actuators. Such technologies are necessary to achieve key functions and deploy the PdM 
Digital Twin, with the increase of maturity levels of different industries, it is possible 
to involve more technologies to guarantee the reliability of DT, like cybersecurity 
technologies, blockchain, and even virtual reality and augmented reality, etc.

3. Pilot study

In this part, a pilot study is conducted as the preliminary research, by building the 
first two layers: PdM Digital Model and PdM Digital Shadow. The feasibility of the 
proposed framework for first two layers are validated, which are regarded as research 
foundation for PdM Digital Twin.

The pilot study is conducting based on the analysis on CMAPSS Dataset, one popular 
turbofan engines datasets (Frederick et al., 2007). This dataset offers run-to-failure data 
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of one hundred engines monitored by 21 sensors with three operational setting. The 
dataset FD001 is chosen in this study, with High-Pressure Turbine (HPT) degradation as 
the fault mode. Even though this dataset is focusing on the turbofan instead of complex 
systems, it still supports the validation on the feasibility of proposed framework towards 
complex systems, with considering not only the multiple sensor data, but also different 
setting operations. For complex systems, data types could be different based on the actual 
configurations. With the help of PCA, the long-term trend of system performance, which is 
also the maximum variance direction from a mathematical point of view, could be mapped 
to system degradation. Figure 2 shows the degradation process of the first 10 samples 
in the database based on their run-to-failure data collected. Each declining line with a 
different color shows the degradation route of different samples. Thus, extracted Principal 
Component (PC) value which reflects such degradation performance could be considered 
as the health index of each sample. According the figure, the sample fails when its health 
index reaching a certain level, which supports the define of the failure threshold.

Figure 2
The run-to-failure degradation process of first 10 samples in the database

The degradation processes of each sample are modelled by stochastic process 
modeling techniques, which contribute to defining two types of parameters. The drift part 
reveals how systems degrade with continuous operation processes, and the diffusion part 
reflects the variabilities that occurred in the health index: the individual-to-individual 
variability inherent with the system in a population and the temporal variability (volatility) 
that happens over time due to the random errors in measurements and the uncertainty in 
the system’s working environments and operations. The advantages and advancements 
of applying stochastic process modeling techniques are discussed and validated by some 
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researchers, with prominent potential for capturing stochastic dynamics in degradation 
processes (Zhang et al., 2018). In the pilot study, stochastic degradation process modeling 
is conducted for all samples by choosing appropriate regression methods. Figure 3 shows 
the modeling result for sample 1, and the polynomial regression is adopted to tarin drift 
parameters. The standard deviation between estimated values and the reference health 
index is taken as the drift parameter. Based on trained parameters, the prediction of RUL 
in the test set is achieved with the application of Monte Carlo simulation approaches, 
by continuously conducting simulations with provided couple of conditional data in the 
test set. Each simulation represents one potential degradation route with a RUL value, 
and the mean value of RULs calculated from all degradation routes is taken as the final 
predicted RUL. The result (figure 4) shows the histogram of estimated RUL after simulate 
1,000 times, with the mean of 21.73 cycles, and the actual RUL of this sample is 20. The 
Mean Absolute Error (MAE) of prediction in the whole dataset is 23.21, which sacrifices 
some prediction accuracy compared with other neural network-related approaches 
(e.g., 22.991, 17.768, 12.508, 10.957, etc.), but with higher explainable level, less data 
processing requirements, and the capability of considering digital twin solutions in 
complex systems. According to the prediction results, customized maintenance strategies 
are expected to be made. For example, by knowing when systems have higher possibility 
to fail, maintenance activities could be scheduled at the necessary time without being 
based on constant time intervals, which avoids premature maintenance. Besides, systems 
with longer RUL can devote to less resources compared with those with shorter RUL, 
which optimizes the allocation of maintenance resources. Moreover, by analyzing multiple 
simulated RULs for the same system, certain maintenance measures may be found to be 
ineffective and require adjustment or replacement.

The limitations of this pilot study come from two aspects: 1. The researched dataset 
has only one fault mode. 2. The proposed methods in this study should be applied to real 
complex systems as validation.

Figure 3
Stochastic degradation process modeling  

for the sample 1

Figure 4
Prediction result of a sample based  

on Monte Carlo simulation
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4. Discussion and conclusion

This paper aims to explore the potential of DT to assist the predictive maintenance 
in industrial fields. A digital twin-assisted predictive maintenance framework is proposed 
with three layers: PdM Digital Model, PdM Digital Shadow, and PdM Digital Twin. A 
pilot study is conducted as preliminary research to validate the feasibility and reliability 
of building the PdM Digital Model layer and the PdM Digital Shadow layer, discovering 
that the proposed framework benefits the predictive maintenance of complex systems, 
also with the capability of combining the strength of digital twin. In the future, more 
validation is needed to not only test the feasibility and reliability of building the PdM 
Digital Twin layer, but also to validate the applicability of the proposed framework in 
more industrial scenarios.
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Abstract

The adoption of Digital Twin Technologies (DTT) is transforming maintenance services, 
particularly in sectors with stringent safety requirements, such as railways. This paper explores 
the integration of DTT into maintenance processes, leveraging IoT, BIM, and advanced data 
models to enhance decision-making and compliance with EU safety regulations. A model-
based approach is introduced as a core component, ensuring a structured framework for the 
development of asset management (AM) solutions, aligned with maintenance strategies and 
lifecycle optimization. The model-based approach proposed in this work enables the design of 
a scalable architecture and platform, supporting the deployment of various functionalities and 
services within the Digital Twin (DT) ecosystem. A case study on railway rolling stock mainte-
nance illustrates how DTT enables predictive analytics, improves asset lifecycle management, 
and supports the digitalization of key services, demonstrating the potential of a model-driven, 
structured digitalization strategy.

1. Introduction

Digitalization and servitization are reshaping asset management and operational 
optimization across critical sectors such as railways. Within this context, maintenance 
has emerged as a strategic pillar for ensuring operational efficiency, sustainability, and 
compliance with stringent safety regulations, including Regulation (EU) 2019/779. 
The maintenance of railway fleets, comprising rolling stock, associated machinery, and 
workshops, requires an integrated approach to managing data, models, and decision-
making processes throughout the asset lifecycle. Digitalization through Digital Twins 
(DT) offers an advanced framework, incorporating IoT monitoring for real-time data 
capture, predictive analytics for failure diagnostics and preventive actions, and simulation 
and optimization tools for dynamic maintenance planning and investment strategies. 
Additionally, technical and functional models, such as those enabled by BIM (Building 
Information Modeling), play a critical role in representing and analyzing assets and 
systems.
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Figure 1
Proposed Digital Twin (DT) concept applied to the digitalization of railway maintenance services, 

including fleets, workshops, and the decision-making structure based on ECM

Figure 1 illustrates the proposed Digital Twin concept, which applies to the 
digitalization of railway maintenance services. This framework integrates fleets, 
workshops, and a structured decision-making model based on the Entities in Charge 
of Maintenance (ECM). The ECM model, as established by EU regulations, identifies 
four primary functions: Global Management (ECM1), Engineering (ECM2), Fleet 
Management (ECM3), and Workshop (ECM4). Each ECM function focuses on distinct 
decision-making processes, supported by data and models delivered through the Digital 
Twin. These decisions are optimized via advanced tools, including machine learning, 
simulations, and risk analysis, enhancing the precision and reliability of maintenance 
strategies. Digital Twin representation emerges, as is shown in the figure, as a digital 
entity that integrates all models defining the asset or the processes to be managed. This 
entity serves as the foundation for the structured digitalization of valuable services, such 
as maintenance and safety management, which is the focus of this work.

This document outlines a research and development proposal on the digitalization of 
highly specialized technical services. The project investigates the design, development, 
and application of Digital Twin Technology (DTT) in maintenance services, specifically 
within the railway sector. The proposal is anchored in the DF-MAS project, which 
addresses the challenge of digitally transforming systems with low or nonexistent levels 
of initial digitalization, a characteristic of many railway applications.
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2. Evolution of Digital Maintenance and Digital Twins

Asset and maintenance management face significant structural challenges driven 
by emerging technologies such as AI/ML, Big Data, IoT, and advanced representations 
(BIM, VR, AR), which are revolutionizing the paradigm of industrial maintenance 
[1]. Over the next years, an even more significant transformation is expected, guided 
by customer demand, market changes, and the adoption of new technologies [2]-[4]. 
According to the Industrial Internet Consortium (IIC), maintenance is one of the areas 
expected to experience the greatest impact from this transformation [5]. The shift toward 
prescriptive maintenance stands out as a key change, optimizing task planning and 
resource use. This approach surpasses traditional preventive and predictive methods 
by integrating advanced technologies, improving asset performance and operational 
efficiency [6]. However, one of the biggest challenges is the effective integration 
of technology and people, aligning with the principles of Industry 5.0 (I5.0), which 
prioritizes human interaction and sustainability in industrial systems [7]. A recent report 
by the GFMAM (Global Forum on Maintenance and Asset Management), based on a 
global survey, identifies key barriers to adopting artificial intelligence in maintenance. 
These include a lack of integration between existing systems and emerging technologies, 
resistance to change, and a shortage of technical skills [8]. These barriers limit the 
adoption of advanced digital solutions and complicate the standardization of workflows 
for data analysis. Digital Twin, or in a more extended concept Digital Twin Technology 
(DTT), emerges as a solution to address these challenges. DTT offers transformative 
potential in the railway industry by enhancing safety, efficiency, and sustainability across 
various operational and maintenance processes.

Digital Twins (DTs) play a crucial role in asset management and maintenance 
within critical infrastructures such as railways, where operational reliability, safety, 
and efficiency are paramount. A foundational study by Zhou et al. (2022) introduced 
a conceptual model-based DT platform for large-scale railway infrastructure systems, 
highlighting the integration of subsystems such as tracks, trains, and signaling systems 
into a unified digital framework. This integration facilitates real-time operational 
monitoring, diagnostics, and prognostics, improving decision-making and optimizing 
system reliability and performance [9]. In the context of safety, Aksenov et al. (2022) 
explored how DT reduces work-related injuries in railway operations. By enabling 
remote control of mechanized railway track machinery, DT minimizes the need for 
human presence in hazardous zones, significantly reducing injury rates and enhancing 
safety protocols [10]. Similarly, Adeagbo et al. (2024) emphasized the role of DT 
in structural health monitoring, predicting potential failures to extend infrastructure 
lifespan and reduce unexpected downtime [11]. The integration of DT with wireless 
networks further enhances railway safety and operational efficiency. Guan et al. (2024) 
discussed key technologies for wireless network DT towards intelligent railway systems, 
illustrating how advanced communication technologies synergize with DT to improve 
real-time decision-making and strategic planning [12]. DT also serves as a powerful 
asset management tool, as demonstrated by Stalder et al. (2023) in SNCF Réseau’s 
railway infrastructure management. This study showcased how DT transforms raw data 

© University of Deusto - ISBN 978-84-1325-228-5



354 Antonio J. Guillén López, Antonio Sánchez-Herguedas 

into actionable insights, facilitating lifecycle management and improving operational 
efficiencies. Advanced technologies like LIDAR, photogrammetry, and IoT devices were 
employed to ensure up-to-date digital representations of assets [13]. Shen et al. (2023) 
advanced the field of railway track maintenance by employing axle box accelerations 
(ABA) within a DT framework to evaluate track stiffness. This innovative method 
captures real-time vehicle-track interactions, enabling precise maintenance interventions 
and improving track safety under operational conditions [14].

3. Asset management framework for Model-Based DT approach

One of the key aspects of Digital Twin (DT) evolution is model management, which 
goes beyond mere data management. This general approach has great potential and is 
reflected in technologies such as the Asset Administration Shell (AAS) and Model-Based 
System Engineering (MBSE). AAS, a key concept in Industry 4.0, standardizes information 
and ensures interoperability, enabling modular representations of assets [15]. MBSE, 
through the digital thread, facilitates the design, simulation, and lifecycle management 
of complex systems, improving accuracy and traceability [16]. While these technologies 
highlight the importance of model management, they are not its only applications. 
The IEC 81346 standard provides a structured framework for efficient data and model 
management, supporting scalable strategies and digital transformation in asset management.

Figure 2
Use of a Maintenance Framework for the Development  
of Digital Models to Be Integrated into the Digital Twin

Digital Twins (DTs) address the challenge of systematically integrating data and 
models for asset management and maintenance in the short, medium, and long term, 
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ensuring a lifecycle approach. They serve as the foundation for standardizing the 
digitalization of assets, processes, and services, enabling scalability without requiring 
significant changes to the underlying infrastructure. By leveraging DTs, organizations 
can design and develop digital solutions capable of managing higher data volumes, 
complexity, and workload, optimizing decision-making and achieving enhanced 
performance levels through advanced technology. The maintenance management 
framework proposed by [5] serves as a fundamental methodological support to guide the 
development of these digital models. By establishing clear requirements and development 
pathways, it ensures that digital representations are not only accurate but also functional, 
delivering actionable insights for decision-making and asset lifecycle management. This 
approach allows digital solutions to align with the operational and strategic objectives of 
maintenance systems.

Scalability is a cornerstone of the digitalization lifecycle in DT, allowing digital 
representations to evolve in line with the growing needs and complexities of services. 
By avoiding unnecessary complexity, the framework facilitates the efficient integration 
of models, ensuring that maintenance solutions remain agile and adaptable to changing 
conditions. This scalable approach also enables the progressive incorporation of advanced 
functionalities, such as predictive analytics and IoT integration, optimizing maintenance 
ecosystems. Moreover, the proposed framework highlights the importance of integrating 
evolving models based on service requirements. The ability to dynamically adapt 
to new challenges and technological advancements allows DTT- based solutions to 
provide scalable results that enhance decision-making, optimize resource allocation, and 
improve overall system reliability. This comprehensive approach strengthens the role of 
digital technologies as key tools for the modernization and continuous improvement of 
maintenance processes. Based on these considerations, in the use case presented in this 
study, the following models have been developed, each corresponding to different phases 
of the framework:

— ADM (Asset Definition Model) – Phase 1: This model defines the data structure 
for all considered entities (machinery, workshop, operators). It includes different 
definition aspects such as technical structure, classification, and unique physical 
elements. All these elements are integrated into a BIM data model and connected 
to a specific ontology of digital entities, hosted within the platform/architecture 
that supports the Digital Twin (DT).

— AMM (Asset Monitoring Model) – Phase 4: This model establishes the set of 
variables and properties to be integrated as part of the digital entity, including 
the selection of IoT technologies for integration into the platform and the design 
of the data management process, enabling the representation and interpretation 
of variables. It also incorporates monitoring data into the BIM data model and 
interface.

— IAMM (Intelligent Asset Management Models) – Phases 4 & 5: This model 
includes the development of predictive models (CBM-Condition-Based 
Maintenance) based on data provided by the AMM. Additionally, it incorporates 
a preventive maintenance optimization model, which interprets the results from 
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CBM and reliability analysis. Furthermore, a job-shop task rescheduling model 
has been developed.

4.  Use case: Digital Twin Technology in Railway Rolling Stock Maintenance. 
Principal outcomes and conclusions

The use case focuses on the digitalization of maintenance services for a fleet of 
machinery dedicated to railway infrastructure preservation. This fleet includes various 
types of machines: tampers, profilers, ballast cleaners, stabilizers, trolleys, locomotives, 
and wagons. Proper maintenance of this fleet directly impacts railway safety levels. 
The Digital Twin DFMAS (GD DFMAS) concept is highly advanced, comprehensive, 
and ambitious. It transforms assets, personnel, and resources into interactive digital 
entities, enables process digitalization, employs a model-based approach for the scalable 
development of digitalized entities, and integrates multiple decision-making centers and 
services within a common unified architecture. This necessitates an integration approach 
from the outset, based on a shared software architecture and a specific design for model 
ontologies that digitally define assets, processes, and services. The architecture, built 
on open-source software, supports data management, incorporating AI capabilities 
(predictive analytics, simulation) as well as advanced visualization and interface 
tools. The IoT/IoE (Internet of Everything) environment enables physical connectivity 
through the Digital Twin, linking equipment, personnel, and all resources involved in 
maintenance. Finally, BIM technology capabilities have been fully integrated into the 
architecture, including point cloud-based asset virtualization, 3D representation, and 
collaborative data management.

Figure 3
Images of digitalized entities: machinery and workshop
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A proof of concept for the proposed digitalization solution has been successfully 
carried out, allowing for the validation of innovation in both the development and 
architecture of the Digital Twin as well as its application to advanced maintenance 
digitalization. An initial innovative path has been explored and tested, confirming 
the feasibility and effectiveness of the proposed solution. It is considered complete 
not because it is «finished» but because the proof of concept has incorporated all key 
elements, tested and integrated into a functional and viable concept. Figure 4 represents 
the technological composition scheme of the DFMAS digitalization solution, structured 
into three main blocks: physical connectivity and mobility through the IoT ecosystem; 
a flexible open-source platform for data and model management (AI and ontologies) 
and service integration; and interfaces for information access, decision support, and 
maintenance execution.

Figure 4
Technological composition scheme of the DFMAS digitalization solution

In this scheme, it is essential to highlight that user interfaces are decoupled 
from entity modeling, allowing for multiple interfaces tailored to specific needs. The 
requirements of these interfaces are linked to the development of ECM functions, 
providing dynamic and interactive access to the necessary information for the 
individualized management of each ECM. The ontology that ultimately integrates the 
Digital Twin (DT) content, based on the various digitalized entities and employed 
models, is centralized in the cloud platform, facilitating entity and model management as 
well as the execution of services necessary to bring the DT to life. In DFMAS 2, the proof 
of concept has focused on ECM 4, achieving significant advancements in digitalization 
and Digital Twin (DT) application for railway rolling stock maintenance:
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— All entities involved in ECM 4 maintenance processes have been digitalized, 
creating digital counterparts for machines, equipment, personnel, tools, and spare 
parts within a scalable data management platform.

— An IoT ecosystem has been developed for the physical connectivity of the 
DT and the digital interconnection of all entities involved in maintenance 
(assets, personnel, workshop resources). This facilitates workshop digitalization 
and process automation, as well as asset monitoring. It includes devices and 
platforms for real-time monitoring, an RFID/NFC system for precise tracking 
and identification of assets and personnel, and mobility tools to enhance 
workshop staff interaction, improving efficiency and accuracy in maintenance 
processes.

— A flexible, scalable open-data management platform has been created, deployable 
on-premise or in the cloud. Using the Lakehouse concept and a Medallion 
Architecture data processing design, it ensures data quality, performance, 
security, and governance, supporting entity ontology integration, AI models, and 
software services necessary for DT operation.

— A BIM digital model of the workshop and its components has been developed, 
along with a Work Breakdown Structure (WBS) based on maintenance data 
models. Additionally, interfaces have been created for DT representation and 
interaction with different operational and management roles, utilizing tools for 
interactive data visualization and maintenance control within the BIM model.

The designed Digital Twin enables various capabilities, including real-time tracking 
of machines and equipment, monitoring their condition, predicting its evolution based 
on data, planning preventive maintenance based on optimal intervention intervals, 
scheduling and optimizing workshop interventions with resource allocation, digitalizing 
and controlling inspection processes, and tracking changes or replacements of machine 
components. All of this is supported by interactive interfaces, facilitating maintenance 
execution and control for the different human roles involved in these processes.
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Abstract

The implementation of Digital Twins (DT) in industrial settings presents both opportunities 
and challenges. While DTs are revolutionizing asset management and maintenance, their adop-
tion is hindered by key obstacles, particularly the lack of standardization and interoperability. 
This document explores a reference architecture and a development model that emphasizes 
standardization, ensuring seamless integration within commercial Cloud/IoT platforms. A case 
study focusing on power converters for renewable energy and electrical storage demonstrates 
the benefits of DTs in predictive maintenance, efficiency optimization, and cost reduction. The 
findings highlight the importance of structured modeling, advanced analytics, and machine 
learning integration, reinforcing the role of Digital Twins as a transformative tool for industry.

1. Introduction

Digital Twins (DT) are transforming asset management and industrial 
maintenance, yet their implementation faces multiple challenges. Among these, the 
lack of standardization emerges as a key obstacle, hindering interoperability between 
systems and integration into commercial Cloud/IoT solutions. This presentation explores 
a reference architecture to address this challenge and a development model based 
on Digital Twin standardization, enabling effective implementation across different 
industrial sectors.

Adopting Digital Twins involves technical and organizational challenges, with 
standardization of data and models being one of the main concerns. The absence of a 
common framework complicates integration across platforms, while interoperability 
with legacy systems requires careful planning. As ecosystems grow, scalability becomes 
increasingly complex, and high initial costs for hardware, software, and training present 
financial barriers. The development of advanced models, incorporating simulation, 
machine learning, and artificial intelligence, is essential for the continued evolution 
of Digital Twins. To tackle these challenges, a reference architecture is proposed, 
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structuring the development and implementation of Digital Twins in distinct phases to 
ensure smooth integration into modern business environments.

2. Use Case: Asset Management and Maintenance of Power Converters

A practical application of this approach is demonstrated in asset management and 
the maintenance of power converters for renewable energy and electrical storage. The 
proposed model is based on standardization of key Digital Twin components, ensuring 
compatibility with commercial Cloud/IoT platforms. This architecture includes structured 
modeling based on open standards, seamless integration with cloud environments for 
real-time connectivity and data analysis, and the use of commercial IoT platforms such 
as Azure Digital Twins. Predictive and prescriptive capabilities are incorporated through 
machine learning and simulations, alongside advanced data management solutions. The 
developed Digital Twin enables real-time monitoring of power converters, predictive 
fault analysis based on behavioral patterns and wear, and optimized maintenance 
through preventive and prescriptive strategies. Integration with Cloud/IoT platforms 
facilitates automated data management and alert generation. This case demonstrates how 
combining a standardized architecture with advanced models enhances reliability, reduces 
operational costs, and improves energy efficiency in critical infrastructures.

Effective asset management relies on an integrated system that enhances 
performance and availability. A unified digital framework enables remote access to 
disparate elements while leveraging artificial intelligence for rapid decision-making. 
Cloud-based solutions provide an efficient means to manage the vast volume of data, 
enabling predictive intelligence to correlate product quality variations with asset 
degradation across its lifecycle.

Cloud solutions must be developed following fundamental software principles 
such as flexibility, modularity, scalability, interoperability, confidentiality, and integrity. 
These solutions should facilitate end-to-end asset management, incorporating real-
time monitoring, simulation, and predictive analytics. By integrating diverse enterprise 
systems, cloud platforms streamline data correlation, enhance interoperability, minimize 
redundant data inputs, and simplify administrative processes.

A well-structured cloud system enhances the maintenance lifecycle by automating 
detection, analysis, execution, and predictive modeling. Ensuring sustainability and 
scalability, such systems must adhere to interoperability standards and asset management 
frameworks. They support strategic, tactical, and operational decision-making while 
extending existing enterprise solutions through scientific management models and AI-
driven decision-making.

Operationally, real-time monitoring and predictive simulations generate automated 
risk alerts, optimizing asset performance and triggering corrective actions. Strategically, 
such systems estimate asset lifespans, informing long-term planning and investment 
decisions. Effective interconnection and standardization of data facilitate seamless 
knowledge transfer and improved communication across systems.
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To develop a robust digital twin model aligned with industry standards, organizations 
should adhere to best practices: leveraging industry-recognized data models, implementing 
comprehensive data frameworks, ensuring contextualized integration of multiple data 
sources, and constructing behavioral models to enable simulation and prediction. 
Additionally, scalability and flexibility must be prioritized to accommodate evolving 
business needs and technological advancements. A cloud-based asset management solution 
supports decision-making at all business levels —strategic, tactical, and operational— by 
integrating AI-driven reasoning. This approach optimizes process efficiency, enhances 
predictive capabilities, and maximizes asset value, ultimately contributing to improved 
operational resilience and long-term sustainability.

Figure 1
Interpretation of the architecture or references and model representation within the use case

3. Conclusions

Standardization and integration with commercial solutions are key to the 
success of Digital Twins. A reference architecture and a development model based on 
standardization facilitate adoption, ensuring compatibility and scalability. Through 
the power converter use case, it is evident how Digital Twins can revolutionize asset 
management and maintenance, enabling a smarter, predictive, and more efficient 
approach. With the continuous advancements in artificial intelligence and cloud 
platforms, Digital Twins will not only refine predictive maintenance strategies but also 
enable fully autonomous decision-making frameworks, reshaping the future of asset 
management and industrial efficiency.
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Extended abstract

Civil engineering structures, including bridges, dams, and large buildings, constructed 
primarily during the first half of the 20th century, are now reaching the end of their useful life. 
With an optimistic estimate of 100 years of service for reinforced concrete and steel structures, 
many of these constructions are nearing the limits of their operational lifespan. In addition 
to the age of these structures, modern societal factors such as population growth, increased 
traffic, heavier vehicles, and changes in usage patterns have imposed additional stresses, often 
leading to the overloading of structural elements. Moreover, environmental factors, including 
climate change, introduce new challenges that these aging structures must be able to with-
stand. As a result, ongoing and effective maintenance is essential to adapt these structures to 
evolving usage and environmental conditions [1].

Significant resources are being allocated to the inspection and maintenance of these struc-
tures, though current practices rely primarily on traditional methods. These methods, which 
often involve visual inspections, tend to be reactive and may not always detect underlying 
issues in time to prevent failures. This can result in partial assessments, delayed responses, and 
suboptimal decision-making regarding whether to repair or demolish structures. Such delays or 
misjudgments can compromise safety, sustainability, and economic efficiency. Given that the 
construction sector is one of the largest consumers of economic resources globally, these deci-
sions have far-reaching implications. According to the United Nations Environment Programme 
(UNEP), the architecture, engineering, construction, operations, and maintenance (AECO) sec-
tor accounts for nearly 40% of global CO2 emissions related to energy use, primarily due to the 
energy consumption and materials employed in construction [2].

Simultaneously, digital technologies are rapidly transforming society. The proliferation of 
the Internet of Things (IoT) and advancements in sensor technology have enabled the real-time 
collection of vast amounts of environmental and structural data. This data can be quickly 
processed and analyzed, leading to more informed and timely decision-making. Within this 
context, the concept of the Digital Twin (DT) has emerged as a critical innovation driving the 
digital transformation of civil engineering.

The Digital Twin is a sophisticated cyber-physical system that establishes bidirectional com-
munication between the physical and digital worlds. This allows for continuous monitoring and 
analysis of a physical asset through its digital counterpart. The origins of the DT concept can 
be traced back to NASA’s Apollo missions in the 1960s when a digital replica of the spacecraft 
was used to simulate the conditions faced by the actual spacecraft in space. The idea was to 
create a «living model» that could help solve technical issues in real time by providing insights 
into both the physical system and its operating environment. Although the term «Digital Twin» 
was coined in 2002 by Michael Grieves, it has only recently found applications in civil engineer-
ing. In aerospace, for example, DT technology was applied as early as 2012 [3].
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Today, the Digital Twin operates using autonomous analytics and artificial intelligence (AI), 
offering capabilities such as structural health monitoring (SHM) and prognosis and health man-
agement (PHM). These tools help diagnose current conditions and predict future performance, 
thereby enhancing decision-making processes [4]. The DT is not a single technology but rather 
an integration of multiple technologies that collectively improve asset management and opera-
tional efficiency.

In civil engineering, the Digital Twin can be applied across the entire lifecycle of infrastruc-
ture—from design and construction to ongoing operation and maintenance. The DT provides 
a virtual representation of the asset, continuously synchronized with its physical counterpart 
via sensor data. This enables real-time monitoring of structural conditions and facilitates auto-
mated or assisted actions aimed at optimizing performance. By leveraging the data gathered, 
the DT can help address challenges such as overloading, aging infrastructure, and climate-
induced stresses, while also improving sustainability.

Despite its potential, the adoption of Digital Twin technology in civil engineering has 
lagged behind other sectors, such as aerospace and manufacturing, where it has been well 
established for years. One reason for this delay is the unique nature of civil engineering assets, 
which are typically designed for specific environments and intended to last for decades or even 
centuries. In contrast, industries like mechanical engineering deal with assets that have much 
shorter lifespans and can be mass-produced. Additionally, the complexity and scale of civil 
engineering projects have made it more difficult to implement modern sensing and monitor-
ing technologies, though interest in these tools has grown significantly in recent years. The 
increased attention to Digital Twin technology is likely driven by the rise of the industrial IoT, 
coupled with growing demands for more resilient infrastructure in the face of climate change 
and increased usage.

While still in its early stages, the potential for Digital Twin technology to revolutionize civil 
engineering is becoming more widely recognized. Technology consultants such as Gartner 
have identified it as a key driver of industrial development, particularly as it aligns with trends 
toward hyperautomation and AI-driven decision-making in the context of Industry 4.0. As the 
AECO sector continues to embrace digitalization, the application of DTs in civil engineering is 
expected to accelerate, leading to smarter, more sustainable infrastructure management. How-
ever, significant challenges remain in terms of integrating this technology into existing practices 
and ensuring that it is applied effectively across the wide range of assets that characterize the 
civil engineering landscape [5].

This presentation gives an overview of the approach by the researchers of iPMLab at the 
University of Granada (https://ipmlab.ugr.es/) under the perspective offered by the participation 
of a number of European research projects about Digital Twin. The presentation introduces the 
formulation of the DT within the context of the AECO sector, explains three case studies about 
DT implementations in buildings using both, the digital and the physical twins, and provides 
concluding remarks about the research findings and also gives perspective for future research 
direction about this trending research topic.
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Abstract

The integration of Building Information Modelling (BIM) and Digital Twin technologies 
represents a paradigm shift in the way assets are managed and infrastructure is operated 
throughout their lifecycle. This presentation, delivered during the ESReDA seminar on Digital 
Twins, delves into the transformative potential of these technologies, highlighting their ability 
to enhance collaboration, optimise decision-making, and improve operational efficiency.

1. BIM: A Collaborative Framework for Information Management

BIM is presented as a methodology that enables the structured and collaborative 
management of information across the lifecycle of an asset, from design and construction 
to operation and maintenance. The presentation emphasises the importance of 
collaboration in BIM, where the exchange of information between stakeholders is 
facilitated through a Common Data Environment (CDE). This environment ensures that 
all agents involved in the construction process work with a «single source of truth,» 
reducing inefficiencies and fostering innovation.

The discussion includes an overview of BIM maturity levels, as defined by 
ISO 19650 standards, and their implications for project management. The transition 
from Project Information Models (PIM) to Asset Information Models (AIM) is explored, 
showcasing how structured and unstructured data, federated models, and collaborative 
environments contribute to the effective management of assets. The presentation also 
highlights the role of information requirements (e.g., PIR, EIR, OIR) in ensuring that data 
is managed and exchanged effectively throughout the lifecycle of a project.
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Figure 1
BIM Federation: An example on how BIM models can be internaly organised

2. Digital Twins: A Dynamic Representation of Physical Assets

The concept of Digital Twins is introduced as a dynamic, real-time digital 
representation of physical infrastructure. A Digital Twin integrates geometric models, 
IoT data, and advanced analytics to simulate, analyse, and predict the behaviour and 
performance of an asset. This capability enables informed decision-making, optimised 
maintenance, and improved operational efficiency.

The presentation outlines the maturity levels of Digital Twins, ranging from basic 
asset records with non-geometric attributes to fully autonomous systems capable of self-
learning and decision-making. These levels reflect the increasing sophistication of Digital 
Twins, from simple data visualisation to real-time data exchange and predictive analytics. 
The integration of external data sources, such as weather conditions or other Digital 
Twins, further enhances their utility.

Applications and Real-World Case Studies. Several practical applications of Digital 
Twins are discussed, demonstrating their potential to revolutionise asset management and 
infrastructure operations. Key use cases include:

— Predictive and Preventive Maintenance. By analysing trends and patterns, 
Digital Twins enable the anticipation of potential issues, reducing downtime and 
maintenance costs.
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Figure 2
Conceptual representation of an advanced Digital Twin

— Real-Time Monitoring. Sensors and IoT devices provide continuous data on the 
state of infrastructure, facilitating proactive management and rapid emergency 
responses.

— Scenario Simulations. Digital Twins allow for the virtual testing of different 
scenarios, such as environmental impact studies or operational improvements, 
enabling informed decision-making and risk reduction.

The presentation also features real-world case studies that illustrate the 
implementation of these technologies. One notable example is the deployment of a 
Digital Twin for a desalination plant, where 3D modelling, artificial intelligence, and 
IoT were used to optimise energy efficiency and improve operational processes. Another 
case study highlights the use of augmented reality (AR) in airport construction, where 
AR abilities were integrated with BIM models to enhance issue management and on-site 
decision-making.

The Future of BIM and Digital Twins. The presentation concludes by emphasising 
the importance of integrating advanced technologies, such as artificial intelligence, 
machine learning, and IoT, with BIM and Digital Twins. This integration not only 
addresses the challenges of modern infrastructure management but also unlocks 
new opportunities for efficiency, sustainability, and innovation. By leveraging these 
technologies, organisations can transition from reactive to proactive management, 
ensuring that assets are optimised throughout their lifecycle.
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3. Conclusion

BIM and Digital Twins are not merely abilities but transformative methodologies 
that redefine how we design, build, and manage infrastructure. Their ability to integrate 
data, foster collaboration, and provide actionable insights makes them indispensable for 
addressing the complexities of modern asset management. As demonstrated through the 
case studies, these technologies have the potential to drive significant improvements in 
efficiency, sustainability, and decision-making, paving the way for a smarter and more 
connected future.
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Abstract

The Project 25 DX document by GFMAM explores the impact of digital transformation 
(DX) on maintenance and asset management (M&AM). It highlights the role of advanced tech-
nologies like AI, data analytics, and IoT in enhancing efficiency, predictive maintenance, and 
lifecycle management. The document provides sector-specific insights, identifies barriers such 
as lack of strategy and digital capacity, and offers tailored guidance for different organizational 
roles and maturity levels. Emphasizing leadership, data governance, and structured practices, 
it aims to help organizations navigate DX challenges and optimize M&AM processes. The full 
document is set for release in early 2024.

1. Introduction

The Global Forum on Maintenance and Asset Management (GFMAM) has 
undertaken Project 25 DX to examine the evolving landscape of digital transformation 
in maintenance and asset management. This initiative seeks to address how advanced 
technologies, data analytics, and artificial intelligence are reshaping traditional practices 
while maintaining alignment with fundamental principles.

The project explored key findings derived from an international survey conducted 
among GFMAM member organizations. These insights highlight critical areas such as 
predictive and prescriptive maintenance strategies, regulatory compliance, servitization, 
and lifecycle management. Furthermore, the study outlines significant challenges, 
including investment constraints, workforce skill gaps, and the necessity of structured 
digital transformation strategies.

The work provides sector-specific insights and maturity-level guidelines, and 
Project 25 DX offers organizations a strategic framework to navigate digitalization effec-
tively. The findings underscore the importance of leadership alignment, robust data gover-
nance, and a comprehensive roadmap to sustain long-term digital transformation efforts.

This document is expected to serve as a valuable resource for industry professionals, 
enabling them to enhance asset reliability, efficiency, and cost-effectiveness through 
digital solutions.
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Abstract

This presentation explores the revolutionary impact of Digital Twins in maintenance op-
erations across industries. By creating real-time digital replicas of physical assets, organizations 
can implement predictive maintenance strategies, conduct remote diagnostics, and optimize 
operational efficiency. The integration of Digital Twins with maintenance practices enables 
data-driven decision-making, reduces downtime, and promotes environmental sustainability. 
Case studies from manufacturing, energy, and transportation sectors demonstrate significant 
improvements in cost savings and operational performance, highlighting the transformative 
potential of Digital Maintenance in the Digital Twin Era.

1. Introduction

In the era of digital transformation, the concept of Digital Twins has emerged 
as a revolutionary approach to managing and optimizing the lifecycle of physical 
assets, systems, and processes. This talk delves into the transformative potential of 
Digital Maintenance in the Digital Twin Era, highlighting the seamless integration of 
digital replicas with real-world operations to foster unprecedented levels of efficiency, 
predictability, and sustainability in maintenance practices.

We will explore how Digital Twins serve as dynamic, real-time reflections of physical 
assets, allowing for meticulous monitoring, analysis, and simulation. Through vivid 
examples, we’ll demonstrate the benefits of this paradigm, such as predictive maintenance, 
which leverages data analytics and machine learning to anticipate failures and optimize 
maintenance schedules, thereby reducing downtime and extending asset lifespan.

Further, the talk will showcase the role of Digital Twins in facilitating remote 
maintenance operations. By providing a comprehensive, virtual view of assets, 
maintenance professionals can perform diagnostics and identify issues without being 
physically present, enhancing safety and reducing response times.

We’ll also explore the environmental benefits of Digital Maintenance within 
the Digital Twin framework. By optimizing maintenance schedules and operations, 
organizations can significantly reduce their carbon footprint and resource consumption, 
contributing to more sustainable industrial practices.

Finally, the presentation will highlight case studies from various industries, including 
manufacturing, energy, and transportation, where the adoption of Digital Twins has led to 
substantial cost savings, improved operational efficiency, and enhanced decision-making 
processes. These examples will illustrate the tangible value and competitive advantage that 
Digital Maintenance in the Digital Twin Era offers to forward-thinking organizations.
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